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Section 1. Elementary processes in plasma and combustion phenomena  

DISSOCIATION AND RECOMBINATION PROCESSES OF CARBON MONOXIDE 

MOLECULES IN ELECTRICAL DISCHARGES 

F. M. GRIGORIAN1,1.V. KOCHETOV2 

1
 VA.Fock Institute of Physics, St.Petersburg University, St.Petersburg, 198504, Russia 

2
 Troitsk Institute for Innovation and Fusion Research, Moscow Region, 142190, Russia 

The dynamics of CO molecule decomposition and regeneration has drawn increasing attention. 

Interest in this problem has been widely expanding. Processes involving CO molecules play an important 

role in gas discharge plasmas, plasma chemical technology, combustion, astrophysics and physics of 

atmospheres. Despite their importance many of the general characteristics of such processes are not yet 

well established. 

In this work we present results of experimental and theoretical investigation of processes 

governing the concentration of carbon monoxide molecules in gas discharge plasmas in the vide range of 

experimental conditions. For the first time, simultaneous measurements of concentration of CO 

molecules and products of their decomposition (О, C, CO2) and comparison of these concentrations with 

theoretical ones resulted in development schemes of the processes controlling the concentration of CO 

molecules for wide range of experimental conditions in gas discharge plasmas (including gas-flow and 

sealed-off discharges, as well). The dependence of a type of the dominant dissociation channel of 

experimental conditions has been analyzed. Rate constants for the process of heterogeneous 

recombination of С and О atoms leading to CO molecules regeneration were estimated. Their 

dependence on experimental parameters was studied. 

The experimental setup was similar to that described in [1, 2]. The experiments were carried out 

with a 15-mm-diameter discharge tubes made of molybdenum glass or alund ceramics (AI2O3) and 

cooled with flowing water. The length of the discharge region was 50 cm. A DC discharge was ignited in 

He/CO and He/CO/Xe mixtures in the gas flow or in sealed-off volume. The concentrations of CO 

molecules and Xe atoms were 0.05-12% and 5-12%, respectively. The pressure was varied in the range 1-

15 torr. 

The mixture composition in the discharge tube was analyzed with an MSC-6 time-of- flight mass 

spectrometer. The time evolution of the concentrations of stable products in the discharge plasma was 

monitored by periodically analyzing gas samples. The emission from the positive column of the 

discharge in the spectral range of 200-3000 nm was recorded with a spectrometer. The analysis of the 

emission spectra allowed us to determine the populations of the vibrational levels of CO molecules, the 

gas temperature at the discharge axis and its radial profile (by analyzing the rotational structure of the 

bands of CO molecules), and the concentrations of the electronically excited particles in the gas 

discharge plasma. 

Concentrations of С and О atoms in the discharge plasma were found in a similar way as it was 

done in [3]: concentrations of atoms in the ground state were calculated from the measured concentration 

of the atom in excited states. Experimental concentrations of CO, CO2 molecules (measured by mass 

spectrometer) and С, О atoms were compared with theoretical ones. 

The concentrations of CO molecules, plasma chemical molecular products CO2, СО(а3П), C2O, 

C2, O2 and atoms С, О and metastable He and Xe atoms were calculated by solving a set of non-

equilibrium balance equations taking in to account diffusion of the 



species to the walls. Detailed description of the plasma chemical model used one can find in [2]. The rate 

constants for the processes with the participation of electrons were calculated by 

numerically solving the kinetic Boltzmann equation for the electron energy distribution function (EEDF). In 

simulations, we took into account the scattering of electrons by the vibrationally excited CO molecules. The 

molecule distribution over vibrational levels was assumed to be Boltzmann one, and the vibrational temperature 

was taken from the experimental data. The used sets of cross sections and the technique of computing were 

described in detail in [1]. 

Investigation has shown that the main processes of CO dissociation in the discharge plasma in the whole 

range of examined experimental conditions were the following: 

The rates of processes of (1), (2) and (3) are 

[5]). The relative 

contribution of each of these processes to CO decomposition strongly depends on the experimental conditions. 

Fig.l and 2 illustrate relative efficiency (y, = v/tie) for different cases. 

Experimental values for the degree of carbon monoxide decomposition were found to be in good 

agreement with theoretical ones (Fig. 3). 

In sealed-off discharges, processes controlling CO concentration in plasma are more complicated. In this 

case, the CO concentration strongly depends on the rate of heterogeneous regeneration of CO molecules on the 

walls of the discharge tube. In [2] we have shown, that this formation of CO molecules can be ascribed to the 

process of heterogeneous recombination called Eley-Rideal mechanism (involves the reaction of adsorbed 

species A with an impinging gas-phase atom B) where С and О atoms take part: 

 

 

 



with the following effective frequency: 

frequency of the atom diffusion; D is the diffusion coefficient, Л= r/2.4, r is the radius of the discharge tube, 

krec
C,O is the rate constant of the heterogeneous recombination of С and О atoms. The value of this rate constant 

in He-CO mixtures in the molybdenum glass discharge tube was found to be cm/s 

([CO] in cm-3). The calculated CO 

concentrations in a discharge as functions of the discharge current are shown in Fig. 4, which demonstrates good 

agreement between the experimental data and the calculated results obtained with allowance for the 

heterogeneous recombination of С and О atoms. 

A comparison of the calculated and experimental results on the CO concentration in He-CO-Xe 

mixtures shows that the rate constant for heterogeneous recombination reaction (4) differs from that in He-CO 

mixtures; namely, it is cm/s 

([CO] in cm-3 ). The value is close to that measured in He-CO mixtures; however, the dependence of krc on the 

CO concentration is weaker, which can be related to the change in the wall properties under the action of the 

discharge plasma in He-CO-Xe mixtures. 

Experiments have shown strong influence of the sort of walls material on the value of rate constant k rc. 

In the alund ceramics discharge tube this rate constant was found to be 4 times higher than in the molybdenum 

glass discharge tube. Such a high efficiency of CO regeneration gives rise a rather low degree of CO 

decomposition in ceramics tube in comparison to molybdenum glass tube (Fig. 4). In contrast, in the case of gas-

flow discharge (Fig.3), where heterogeneous recombination (4) does not control CO concentration, the degree of 

dissociation does not depend on the sort of wall material. 

Special experiments carried out with electrodes made of other materials and with different surface areas 

showed that in sealed-off discharges, with all other factors being the same, variations in the electrode material 

and surface area do not affect the degree of the dissociation of CO molecules in plasma in the initial stage of a 

discharge (t < 10 h), so that our model can be used to predict the mixture composition in a discharge plasma. 

For longer sustaining discharges, their parameters begin to depend on the electrode material and surface 

area. Variation in the concentrations of CO and plasmachemical products observed in this stage are caused by 

the processes that were not taken into account in the 

 

 

 

V are surface area and volume of the discharge tube; is 



above model (in particular, by the processes occurring at the discharge electrodes). Since the processes at the 

electrodes have not yet been studied even qualitatively, we did not attempt to incorporate the processes at the 

electrode surface in our model. 

We have measured the time evolution of the degree of dissociation of CO molecules and the 

concentrations of the main products of plasmochemical reactions in the plasma of a sealed-off CO laser. A 

comparison of the calculated results with the experimental data on the concentrations of CO2, C, and О in the 

initial stage of a discharge (for an operation time of less than 10 h) have shown that the plasmochemical model 

proposed in this study can be successfully used to predict the mixture composition in the plasma. 

A comparison of the calculated and measured concentrations has shown that the main process leading to 

the regeneration of CO molecules in a sealed-off discharge is the heterogeneous recombination of С and О 

atoms. The rate constants for this process have been estimated under different conditions.  

Authors express their gratitude to A.P. Napartovich for useful discussions. 

This study was partially supported under grant N 04-02-16961 of Russian Foundation for Basic 

Research. 
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LEVEL DESCRIPTION OF PHYSICAL AND CHEMICAL PROCESSES IN STRONG 

SHOCK WAVES 

S.A. LOSEV 

Institute of Mechanics, Moscow State University, 119192, Michurinsky prospekt, 1, 

Moscow, Russia 

Invited Lecture Introduction 

Thermal and chemical equilibrium of a gas medium is considerably violated in strong shock waves. 

Under these conditions, the most appropriate description of kinetics of molecular dissociation and chemical 

exchange reactions is provided by the level (state-to- state) kinetic theory approach, which treats the variation of 

individual vibrational level populations of molecules in the absence of the Boltzmann distribution. Realization of 

such a method requires modelling of the elementary processes rate coefficients depending on the vibrational 

state of molecules involved in the reaction. In order to obtain reliable data on the state specific rate coefficients, 

the analysis of existing models of molecular collisions with chemical transformation has been carried out, and 

the level rate coefficients in equations of chemical kinetics have been determined (see [1], Chapter 4). As a 

result, a base of models has been developed; it includes empirical and discursive level models. 

The level (or state-to-state) chemical kinetics may be of three types: 

 initial level kinetics, when it is fixed initial vibrational states only of chemical reagents (example is the 

dissociation of diatomic molecules); 

 final level kinetics, when it is fixed vibrational states only of products of reactions 

 (example is the recombination with formation of diatomic molecules); 

 full (state-to-state) level kinetics, when it is fixed initial states and also final states of chemical reagents 

and products of reactions. 

In action the models of processes with initial level kinetics are more useful. The models with final level 

kinetics are less common, but there is only one model with full level kinetics (see below - the vibronic term 

model of electronic-nonadiabatic processes). The results of quasiclassical trajectory (QCT) method of collision 

dynamics are used for description of full level kinetics. The other problem is the modelling of electronic level 

kinetics and corresponding models for rate coefficients. 

Some models for level kinetics 

The review and examination of level rate coefficients models for diatomic molecules dissociation and 

decay of polyatomic molecules, bimolecular reactions of chemical exchange lead to the base of models; the part 

of this base includes the following models, where kdm and kem are the m-th vibrational level rate coefficients for 

dissociation and exchange reactions, respectively. Some of these models are the concrete definitions of thermal 

non-equilibrium two-temperature models (see [2]), Chapter 6) for the descriptions of several channels of 

chemical reactions with corresponding vibrational energy Em on m-th vibration level. 

For dissociation of diatomic molecules Marrone-Treanor model 

leads to 



where k0
d(T) is the thermally equilibrium rate constant of dissociation, D0 is the dissociation energy of diatomic 

molecule (in K), Qv is the partition functions over vibrational states, Em is the vibrational energy on the m-th 

vibrational level (in K), U is the model parameter [3]; usually U = D0 /6, but see below. 

In accordance with the initial level kinetics model of vibrational energy efficiency (a0-model) [4] on the 

assumption that efficiency of translational energy of collision of reactants in activation energy Ea is complete, the 

level rate coefficients of exchange reactions are: 

where a is the efficiency of vibrational energy Em in activation of reaction, в is Heaviside function

The pre-exponential factor A(T) is close 

to the collision frequency per one concentration of particles (see [2], p.31). The values of the coefficient a are 

indicated in [4]; the examples are: 

Reaction N2(m)+0 -> N+NO O2(m)+N -> O+NO NO(m)+O -> N+O2 O2(m)+NO -> O+NO2 

α 0.51 0.24 0.94 0.85 

where E = D0 for dissociation reactions (D0 - dissociation energy) and E = Ea for exchange reactions (Ea - 

activation energy), в is the Heaviside function (see above), C = 2xl013 and β = 0 for dissociation O2, C=1.14xl015 

and β = -0.6 for dissociation N2, C = 4.17xl012, β = 0 for reaction and C = 2xl09, β = 1.0 

for reaction 

(kdm and kem in units of cm3/mol·s). 

The calculation result for distributions of population density of vibrational levels for O2 molecule (in 

molar fractions) behind a shock wave front in air is shown in Fig.l; initial temperature of air behind front of a 

normal shock wave in this example is equal to 22000 K, pressure before front is equal to 0.02 Torr. As it is seen 

from Fig.l, the population density of the exited vibrational levels initially (for about 2xl0 -6s) grows because of 

vibrational energy exchange, and then it decreases as a result of chemical reactions. The steady-state equilibrium 

distribution of molecules O2 over vibrational levels corresponds to temperature 5810 K. 

 

 

 

Warnatz model is based on the theory of chemically active collisions [5]. In accordance with this theory 

chemical reaction occurs when the energy of relative motion along the line between center of colliding particles 

exceeds the reaction threshold energy. Calculations [6] on the basis of Wamatz model indicate, that for initial 

level kinetics 



 

Fig.l. The time dependence of 

population density distribution over m 

vibrational levels of molecules O2 

(molar fractions xm) behind a shock 

wave front in air 

 
Semiclassical Macheret-Adamovich model [7] is the nonempirical model without adjustable parameters; 

see information about this model in [8]. 

The full level kinetics is investigated by A.Yu. Staiikovsky [9] (see also [8]) using vibronic term model 

for exchange reactions , where values m and n 

are the vibrational levels number for corresponding molecules. In accordance with this model the transitions are 

the electronic-nonadiabatic process with the probabilities by Landau- Zener mode (see [1], Chapter 5). It is 

significant that this model is usable for full level kinetics, but it is only qualitative one for electronic-adiabatic 

processes and needs the additional parameters variations. 

The description of the information-theoretical approach (IT), level modified model of vibrational energy 

efficiency (amod-model), level modified CVCV-model are considered in [10]. The purpose of these models is the 

simple universal relations between modified parameters using information about the energy fraction ξv as the 

energy part which goes into vibrations of the molecule-product of reverse exothermic reaction, that is the 

molecule- reactant of direct endothermic reaction. The dependence of level rate constants k(T,m)  on vibrational 

energy Em  for modified CVCV-model is identical to CVDEV-model, see [11]. 

Application of QCT method results 

By now many interesting and reliable results have been obtained in the solutions of dynamic collision 

problems by means of quasiclassical trajectory method (see [12-15] as examples). Although the problems of 

practical using of these results remain, because their presentations are limited to numerical and graphic 

demonstrations without simple analytical model approximation over gas temperature T  and vibrational level 

number m.  Only two initial level kinetics models: Losev γ-model [16] and Levitsky model [17] are the function-

approximated results based on quasiclassical trajectory method. The simple formulas of these models are 

demonstrated in the text of other our paper in this school- seminar publication. The solution of dynamic problem 

for dissociation in shock waves were 



used for this у-model. The results are in good agreement with data obtained by Esposito et al. [12] for this 

process. 

The main problem is the verification of the reaction rate coefficient models on the basis of trajectory 

calculations. As the result of this verification we can allow that model parameters are not constant values but the 

functions are dependent on temperature T  and vibrational level number m.  The example of verification of 

Marrone-Treanor model parameter U  in [3] using trajectory calculation [18] for dissociation reaction

leads to: U  

=  ∞ for m >  45 at low temperatures, U  = Do  / 6k  for m  about 20 at T  < 4000 K, and for m >  30 at T>  6000 K, 

U=  3T for m  > 20 at T>  6000 K. 

For simulation of elementary chemical reactions (dissociation, exchange reaction, process of vibrational 

relaxation) by QCT method the software complex "MD Trajectory" was created [15]. The main features of "MD 

Trajectory" are represented here: 

• wide set of potential energy surface (PES) analytical functions such as Sorbie-Murrell, Aguado-Paniagua, 

Garcia-Lagana and different modifications of generalized LEPS model; 

• capability of obtaining not only two-temperature but also state-to-state rate constants depending on 

vibrational states of reagent and product; 
• determination of angle distribution of reaction products; 
• determination of product distribution over vibrational and rotational levels; 

• storage of coordinates and pulses along of trajectory for subsequent demonstration purposes. 

Thus, software complex "MD Trajectory" is rather powerful tool for investigation of chemical reaction 

by QCT method especially for conditions hardly realized in experiment. Fig. 2 shows the results of this complex 

using as the example of realization of full level kinetics data but without analytical model approximation. Such 

approximations are absent, although being very important and necessary for solution of modelling problem in 

full level kinetics. These approximations must be short and simple expressions of models presentation with 

necessary accuracy and may be used in practical applicatons for complex gasdynamic problems. We are in need 

of simplicity, universality and accuracy for applications of QCT method results! 

Fig. 2. The probabilities P of state-to-state 

transitions for chemical exchange 

reaction  

on T =20000 К 

 



The role of level kinetics in shock wave investigations  

The non-equilibrium kinetics, gas dynamics and transport processes behind strong shock waves are 

investigated in the framework of level approach. A set of governing equations consists of conservation equations 

for the momentum and the total energy and equations of detailed vibrational-chemical kinetics for the 

vibrational level populations of molecules and number densities of atomic species. Master equations have been 

solved for a stationary one-dimensional gas flow, and vibrational distributions and gasdynamic parameters in the 

relaxation zone have been found. These data have been used for the evaluation of the heat and mass transfer 

behind a shock wave. Different models of chemical reactions are tested, and the influence of a model on the 

distributions, species molar fractions and gas temperature is estimated. A comparison of the results obtained by 

means of the level approach with the ones based on the two-temperature and one-temperature kinetics (with 

thermal equilibrium vibrational distributions) shows an important role of state-to-state kinetics in the relaxation 

zone behind a shock wave [19,20]. 

The examples of results are obtained for a binary mixture N2/N with dissociation, recombination and 

vibrational energy transitions. The transition probabilities are calculated using the SSH-theory generalized for 

anharmonic oscillators [21]. The Marrone-Treanor model [3] is applied for the computation of dissociation 

probability from each vibrational level. The conditions in the free stream are the following: initial temperature 

T0  = 293 K, pressure p0  = 100 Pa, Mach number Ma=  15. A comparison of the temperature and the total energy 

flux found in various approaches is given in Figs.3,4. It is seen that the difference between vibrational 

distributions influences noticeably the gas temperature and the heat flux, particularly in a region of the 

relaxation zone close to the shock front where the processes of vibrational excitation is of importance.  

Fig. 3. Gas temperature T  behind a shock Fig. 4. Total heat flux q  behind a shock wave 

wave as a function of x.  1 - level approach; 2- as a function of x.  1 - level approach; 2 - two- 

two-temperature approach; 3 - one- temperature approach; 3 - one-temperature 

temperature approach approach 

These differences are explained by the underestimation the temperature value with the use of the two-

temperature and one-temperature approaches because the quasi-stationary distribution is assumed to be 

immediately behind a shock wave front. These approaches do not consider the real delay of vibrational 

excitation at the start of relaxation zone. 

 
 



The other effect of level kinetics is an excitation of specific electronic states of atoms and molecules in 

shock waves. The interesting result of non-equilibrium translational relaxation is the peak of radiation in Swan 

band of C2 molecules from a region in front of shock waves in CO2-N2-AJ mixture (example see [22,23]). 

Development of new electronic information system 

The information support for mathematical modelling with the use of modern electronic communicative 

possibilities is very important now. It insures not only the application of the existing models but also the creation 

of new models with parameters values for these models. These systems include the needed database, software for 

specific scientific calculations, electronic journals, as well as electronic collections of materials not easily 

accessible, such as reports and preprints, protocols of experimental results, and so on. 

The example of our electronic journal "Chemical and Physical Kinetics in Gas Dynamics" you can see at 

the site (http://www.chemphvs.edu.ru): the results of some process modelling in strong shock waves are available 

in [23]. Such open scientific information systems are very perspective. 

Conclusion 

The level description of physical and chemical processes in shock waves yields a much better accuracy 

compared to two- and one-temperature approaches for the macroscopic parameters of flows. The problem is to 

develop a simple, reliable and universal model for full level kinetics on the base of the reults of quasiclassical 

trajectory method. It is recommended to use more extensively the electronic information systems in solutions of 

the problems being discussed. 
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ROLE OF HETEROGENEOUS CHEMICAL REACTIONS AT FORMATION OF FILTRATION 

COMBUSTION WAVES 

V.V. MARTYNENKO, S.I. SHABUNJA, Ju.M. DMITRENKO, V.G. MINKINA 

A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus 15, P. Brovka Str, Minsk, 220072, Belarus 

Application of filtration combustion in manufacturing processes calls forth urgency of researches of 

physical phenomena in waves of filtration combustion (WFC). Along with optimization of existing processes the 

new technologies stipulated by intensive development of hydrogen power engineering suitable for making source 

of hydrogen of various productivity are developed. In particular the usage of WFC is considered to produce 

hydrogen at partial oxidation of methane in reactors with inert and catalytic fillings. The researches of WFC in 

case of rich fuel (methane-air) mixtures are conducted experimentally [1-3] and by numerical modeling [4]. As a 

rule simulation results give the qualitative description of the experiment, but good quantitative coincidence is not 

achieved yet. 

The kinetics of chemical reactions is complex in case of rich mixtures because of an intercoupling of 

exothermal and endothermal processes. It is more difficult to clarify the importance of heterogeneous factor in 

case of rich mixtures because of more various yield composition. It should be easier in case of combustion of 

lean mixtures having equivalent ratio у < 1, when the combustible mixture bums down to H2O and CO2. Used 

model of homogeneous kinetics is tested for combustion in free space for mixtures at у within range 0.6 

- 1.6 [5]. Therefore it is possible to test the relevancy of applicability of homogeneous model at WFC simulation 

in case of lean mixtures, for example у = 0.6. 

The simulation of WFC in the experimental reactor is conducted to check the hypothesis of relevance of 

taking into account the heterogeneous factor in case of combustion of a lean mixture. As the model contains the 

parameters of experimental installation, which are badly determined; the series of methodical experiments on 

propagation of thermal wave in porous filling is conducted to realize the procedure of optimization refinement of 

these parameters. In the experiments preliminary heated filling in reactor is cooled by air of room temperature. 

The temperature is measured by six thermocouples equidistributed inside porous filling. The experiments are 

conducted at three values of airflow Qa equal to 0.27, 0.55 and 2.21 1/s. Described above numerical procedure is 

used to calculate evolution of temperature. Obtained six functions of temperature on time in points 

corresponding to the position of thermocouples inside porous filling are compared with experimental data. 

During calculations the values of “badly determined” parameters of the model are selected to minimize the 

deviation of thermocouple measurements from calculated values. 

The values of parameters obtained during minimization procedure are given in tab. 1. The graphs of 

calculated and measured temperature evolution are shown in Fig. 1. Dashed lines correspond to the 

measurements, and solid lines are the calculations using parameters from tab. 1. There is good coincidence both 

by the shape of curves, and the values of temperature. The maximum value of deviation does not exceed 30 °C.  

Table 1. Parameters determined by optimization procedure 

cinsulρinsul λinsul ρs/ρbulk λinsul αs_v βsCond βsRad 

0.642-106 0.129 0.428 0.129 0.510s 0.138 0.3 



 

 

Fig. 2. Comparison of temperatures for mixture flow 

rate Qm = 0.94 l/s at у = 0.6 calculated by model of 

homogeneous chemistry (solid line) with experiment 

(dashed line) 

Fig. 1. Comparison of calculated (solid line) and 

measured (dashed line) temperatures by six 

thermocouples in porous filling for different 

values of: a - Qa - 0.27 l/s, b - Qa = 0.55 l/s and с - 

Qa, = 2.21 l/s 

 

Fig. 3. Comparison of measured temperatures 

(dashed line) with simulation (solid line) at usage T = 

max(Tg,Θ) to calculate homogeneous reaction rate 

(Qm= 0.94 l/s at γ =0.6) 



At calculations of WFC in case of lean fuel mixtures there are no difficulties, bound with simulation of 

mixture ignition using experimental initial distribution of temperature in a filling. However WFC formed in 

calculation has higher velocity and temperature in comparison with experimentally observed one. The example 

of experimental and calculated curves is shown in Fig. 2. 

One more hypothesis based on only homogeneous nature of chemical processes is checked up. It is 

assumed that the homogeneous reactions start in the vicinity of the surface of a solid phase, where temperature is 

higher than mean temperature of gas. Therefore at simulation there is overstating of ignition threshold. In order 

to check such hypothesis the following calculation is conducted, when the rate of homogeneous reactions is 

calculated using temperature T = max(Tg,Θs). The behavior of curves in Fig. 3 demonstrates, though more early 

mixture ignition has taken place, calculated curves are still very far from experimental one. 

Fig. 4. Comparison of experiment (dashed 

line) at Qm = 0.94 l/s and γ = 0.6 with 

calculations (solid line) where the model of 

homogeneous chemistry is supplemented by 
l, s modeling “heterogeneous” reaction 

Since homogeneous kinetics is tested for γ = 0.6, the difference between calculations and experiments 

are attributed on influence of heterogeneous chemical reactions. The reality of such assumption is demonstrated 

by calculations, where the model of chemical processes is supplemented by reaction of “heterogeneous” type. It 

is not the case of simulation of actual processes on a surface of filling particles (adsorption, react ions, 

desorption). Reaction of “heterogeneous” type is perceived as the process with the following characteristics: the 

reaction rate is calculated by temperature of solid surface, the initial reactants are removed from gas at the 

temperature of gas media, and the reaction products having temperature of solid surface appear in gas. At such 

definition the heat of chemical process is redistributed between solid and gas media, while in homogeneous 

process it is entirely related to gas. The following reaction CH4+2О2=CО2+2H20 is used as modeling 

“heterogeneous” one. Arrenius type relation is accepted to describe reaction rate. Corresponding coefficients are 

selected to adjust the calculation with the experiment. In Fig. 4 the result of such adjustment demonstrates good 

enough coincidence of simulation with the experiment. The shape of curves at stage of mixture preheating in 

calculation and experiment does not coincide. It means, that the used model describes well enough only the scale 

of power influence of heterogeneous reactions, but the chemical features of actual processes on solid surface are 

not characterized by such reaction. Success of the presented example is probably explained by the fact that in 

case of lean mixtures the yield contains CО2 and H2O only and introduced reaction does not affect the yield 

composition in WFC. In case of rich mixtures such coincidence of experiment with simulation hardly could be 

possible, as yield composition should be in a coincidence too. Though all reduced experimental data are obtained 

using filling of spheres 

 



mudc of Аl2O3, there is no basis to consider that other materials will exhibit essentially weaker heterogeneous 

activity. Most likely, all solid materials at high temperatures will behave as weak catalysts. Experimental data 

[2] demonstrate, that in the fillings made of Al2O3, SiO2 and Z1O2 WFC has similar behavior and close 

parameters. 

In connection with so strong influence of heterogeneous processes on all important parameters of WFC 

all models using only homogeneous chemical kinetics should be considered with care. For the successful 

quantitative description of actual processes of filtration combustion it is necessary to develop the models of 

heterogeneous processes on solid surface at least for such often used non-catalytic materials as Al2O3, ZrO2 etc. 

Probably the simplified approaches such as demonstrated above could be applied in case of lean mixtures. 

However in case of chemical reactors working with rich mixtures, such models has to be more refined. 
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Abstract 

The numerical modeling of nonequilibrium plasma-chemical ignition/combustion in a supersonic 

flow of the H2-O2 mixture with the oxygen activated in an electrical discharge is presented. With a 

detailed plasma and chemical description of gas discharge and reactive flow dynamics, the effect of 

electronically excited singlet molecules and on 

kinetics and mechanism of low-temperature initiation and intensification of supersonic detonation 

combustion is studied. 

Introduction 

The possibilities of promoting combustion by nonequilibrium excitation of internal vibrational 

and electronic degrees of freedom of reacting molecules in combustible gas mixtures is extensively 

discussed in the literature [1-3]. The excited molecules are chemically more active and can effectively 

accelerate the reaction kinetics due to a decrease of the barrier of endoergic reactions with excited 

molecules in contrast with non-excited reagents [4]. Principal enhancement of chain mechanism of 

combustion due to excited molecules, resulting in the reduction of the induction period, lowering of self-

ignition temperature and extension of fuel flammabilty limits, is very attractive. Among novel 

approaches, two methods of non- thermal initiation, resonance laser-induced and plasma-assisted, are 

most promising [5]. This paper presents detailed numerical modeling of kinetics and mechanism of 

plasma-chemical initiation of combustion in a supersonic flow of the H2/O2 mixture under abundance of 

electronically excited singlet oxygen molecules, and , produced by the 

specific nonequilibrium high voltage electrical discharge. 

Methodology 

The analysis has been done for a scheme of the steady-state supersonic flow with an inclined 

shock wave [6]. A fuel, H2, is mixed with an oxidizer, 02, preliminary activated in an electric discharge. 

The flow parameters before the mixing are: temperature T0 =300-400 К, pressure Po= 10
3
-10

5
 Pa, Mach 

number M0= 2-8, shock front slope angle β= 20-30°. The 02 discharge results in a sufficient amount of 

excited oxygen molecules,atoms, electrons, and numerous ions. After the discharge, the charged particles

rapidly 

disappear but the molecules  

atoms O(3P), O(1D) and ozone O3(
1A1) remain active. A time of the mixing of discharge 02- products 

and H2 does not exceed so there is 



 

Fig. 1. Schematic of initiation of supersonic H2/O2 
combustion 

practically an instantaneous mixing. After the induction period in the supersonic flow behind 

the shock front an ignition occurs 

and combustion goes on. 

For modeling of the O2 

electric discharge, we applied a 

0D kinetic+1D gasdynamic 

discharge model called PLASKIN 

[7]. This self-consistent model 

based on the kinetic Boltzmann 

equation for the electron energy 

distribution function (EEDF) in 

the standard 2TSH quasi- 

stationary approximation, coupled 

to the kinetic rate balance 

equations for reacting species, 

combined with the continuity and transport equations, which were solved simultaneously in 

order to account a coupling between electron and heavy particle kinetics, involving 

vibrationally and electronically excited molecules. The plasma-chemistry kinetics includes all 

known electron-ion-molecular-atomic reactions, i.e. ionization, attachment, detachment, 

charge exchange, dissociation, recombination, vibrational excitation, de-excitation, etc. (over 

100 elementary processes). The electron rate coefficients ke(E/N) and electron temperature Te 

are derived on the basis of the calculated EEDF over a range of the reduced electric field E/N. 

Cross-sections for electron collisions and rate constants were collected from the reliable 

reference databases. A discharge volume was assumed spatially homogenous; plasma was 

supposed quasineutral, i.e.  

For modeling of the H2+O2 combustion in the supersonic flow behind the inclined shock wave, 

we applied a Q1D gasdynamic code [6] coupled with a detailed chemical kinetics involving normal

and 

electronically excited species. An extended combustion 

mechanism consists of 76 reversible reactions. Vibrational V-V, V-T kinetics is considered in a mode 

approximation (model of local vibrational temperatures 7V). Rotational and translational kinetics is 

assumed to be in thermodynamic equilibrium. More details of modeling are given in [5-7]. 

Results and Discussions 

According to the electrical discharee modelins. in a Droper O2 discharge, which should be non-

self-sustained at both singlet oxygen states, 

are populated by the direct electron impact: 40% of energy goes to 

For illustration of discharge kinetics, Fig. 2 shows the typical evolution of O2 plasma species alone the 

discharge at  

with the specific energy deposition Here, singlet 

oxygen participate in the E-E pooling and in quenching 

collisions with О atoms and ozone О3, those densities are proportional to pressure. O(
3
P) and O(

1
D) 

atoms are produced by the electron impact dissociation. A rate of this process is a function of E/N, which 

depends on the dischargefeatures and electron density. O3 is produced in the three-body association

Formation of О atoms is 

much shorter than that of О3, and O3 formation of is much faster than the gasdynamic transport, and so it 

may influence. Luckily, production of O3 is suppressed by the fast two- 



body reaction Some О atoms recombines into the 02 by the three- 

body reaction While the is a dominant component, the 

is a major long-lived excited state. In the post-discharge zone, due to the plasma 

decay, electrons disappear within a few microseconds, positive and negative ions are recombined and 

neutralized also quickly. Meantime, remains sufficiently large for a 

time of milliseconds due its extra metastability [7]. A typical output from the O2 discharge is following:

 

It is really non-equilibrium and non- 

isothermai discharge composition. 

 

7, cm 

For the combustion modeling, the stoichiometric mixture is taken as a 

common case for study. We consider the situation when a supersonic flow is moving through a shock 

wave front, a gas pressure and temperature are stepwise increasing, and it causes the acceleration of 

chemical reactions and subsequent ignition/combustion at some distance downstream. The presence of

and in the mixture with the H2 accelerates the 

process strongly. For illustration of advanced combustion dynamics, Fig.3 showsthe evolution of the 

main species responsible for the ignition of the H2 in the flow at  

as with preliminary O2 

discharge activation  and without As is seen, even at a moderate discharge 

energy deposition, the 

excitation of O2 gives rise to ignition of H2 in the flow at a short distance of ~1 m from the primary shock 

front. Without O2 pre-excitation, it will need, at least, of~100 m. 

Indeed, the O2 discharge changes the kinetics and mechanism of combustion. Usually, H2+O2 

combustion is initiated by the formation of OH radical and H and О atoms in the cycle of reactions:

The injection 

of the singlet oxygen forms new pathways of the ОН, О, H 

production in the reactions: and 

Ozone also contributes: All these reactions are of high 

kinetic rates. Hence, the excited O2 causes a significant intensification of the chain- branching mechanism 

of initiation that results in a dramatic decrease of the induction and combustion zone lengths. The more is 

content of excited O2 in the H2/O2 mixture, the better is the promoting effect (although it may be of non-

linear character). A degree of this influence depends not only on the gas discharge energy Es but also on 

the gas dynamic parameters behind the shock front P1 and T1, which are determined by the initial values 

P0, T0, M0, and β 

Fig. 2. Fractional yield in the O2 gas 

discharge at  

 



Summing the results of parametric modeling, Fig.4 shows the dependence of the 

induction zone length, Lin (bench 

mark gradTmax) on the Mach number 

Mo at different values of the 

discharge energy Es. One can see that 

discharge activation of O2 results in 

the remarkable decreasing of Lin (by 

factor of 10
2
-10

3
) compared to 

conventional case. In the flow at 

with , 

the length Lin can be reduced to 1-2 m 

. An increasing 

of the discharge power makes it 

possible both initiating combustion at 

lower temperatures in the flow 

behind the shock wave and 

conducting detonation with a higher 

final temperature of the products. 

Even at a rather weak oblique shock 

in the flow at when a 

temperature behind the shock front is 

the injection of excited 

O2‟ in concentration -1% accelerates 

the ignition of H2 and generates the 

detonation wave at a distance of-1 m 

from the primary shock wave. As is 

known in the 'normal'  

mixture it is impossible to obtain 

detonation combustion under such 

conditions. There is no yet an 

experimental confirmation for our predictions but qualitatively analogouseffect of the 

promoting influence of small additions was the case in the lean premixed 

laminar flames [8]. 

Fig. 3. Evolution of combustion species alone the flow at

 

[a) without and (b) with 

electric discharge activation at  

 

 

Fig. 4. Induction zone length L,„ vs. Mo in 

the flow at  

at different

 

 



Noneauilibrium electric discharge excitation of molecular oxygen in the singlet states, 

provides the efficient plasma-chemical initiation of ignition and 

combustion of the H2/O2 mixture in the supersonic flow behind the inclined shock wave 

This is the result of the intensification of the chain mechanism of combustion due 

to new high rate channels of the formation of atoms H and О and radicals OH with the participation of 

electronically excited molecules and , Even a 

small amount of singlet oxygen produced in an electric discharge with the specific 

energy deposition of , is more than enough. In the premixed H2/O2 flow at 

M0≈ 6.5, a temperature of initiation of combustion behind the shock front can be as low as 500-600 K. 

At that, the induction zone can be reduced by factor of 10
2
-10

3
, and the length of the detonation 

combustion can be as short as 1 m. This gives a good possibility for effective control of ignition and 

combustion processes, particularly, in hypersonic aircraft engines. 
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Description of the chemical reacting systems without thermal equilibrium between vibrational 

and translational freedom degrees of reacting molecules can be more accurately realized as a level 

chemical kinetics. This kinetics is described in terms of vibrational level populations of reagents and 

reactions products. This approach is strongly required for many applications in the fields of the 

combustion and plasma chemistry, laser systems, hypersonic (lows and etc. This issue comes into 

existence when characteristic time of investigated Hitsdynamic flow zg, chemical reaction rc and 

vibrational relaxation t, become of the same order. 
Two-tcmperaturc approximation 

The main problem in modeling the two-temperature kinetics of dissociation and exchange 

reactions is obtaining rate coefficients as functions of T and Tv: The 

(arguably) better way to reveal the nonequilibrium nature of the reaction is to use a diinensionless 

nonequilibrium factor . Here is the rate coefficient 

at commonly called the equilibrium rate constant. A number of theoretical and  

empirical models have been suggested for in dissociation and exchange reactions 

[1,2]. Theoretical models differ in their assumptions regarding the roles of vibrational and translational 

modes in reactions, and in their description of vibrational states (quantum or classical harmonic oscillator 

or anharmonic oscillator). 

For nonequilibrium exchange reactions, three models was choosen: 

• α-model, or model of vibrational energy efficiency (case of harmonic oscillator model for 

vibrational excited molecule) , 

• Macheret formulas for endothermic exchange reactions proceeding directly (with no long-

lived complex), 

• Intuitive Park model. 

When the reacting diatomic molecules are modeled by harmonic oscillators, both classical and quantum 

oscillators are considered. In both cases, the distribution of molecules among vibrational levels is 

assumed to be quasi-Boltzmann. 

1. Quantum harmonic oscillator approximation : 
for 0 <a< 1 

 



2. Classical harmonic oscillator approximation  

The Macheret formulas have some restrictions. This model cannot be applied to the exothermic 

reactions and to the reactions of double exchange It is 

also inapplicable to the reactions where reactants are in rotational disequilibrium. It is not recommended 

to apply Macheret formulas to the reactions proceeding through formation of intermediate long-lived 

complex, that is, to reactions if the stable 

molecule XYZ exists. The nonequilibrium factor Z(T,Tv) in the Macheret formulas is given by the 

formulas: 

- in the case of high temperatures  

- in the case of not very high temperatures  

Here mx, my, mz are the masses of the X, Y and Z particles, respectively, ам is the dimensionless 

mass ratio, W is the energy parameter (in К degrees), f, is the dimensionless average fraction of the 

energy release in reverse reaction converted into the 

vibrational excitation of is the characteristic vibrational temperature of the reacting 

molecule XY. Experimental values of coefficient f, for various specific reactions are listed in [2]. To 

obtain an estimate of  fv, this quantity should be varied within the range 

 
The model aims at estimation an effect of violated equilibrium over vibrational degrees of 

freedom for gas molecules on the rate of arbitrary chemical reactions involving vibrationally 

nonequilibrium molecules. 

Here D0  is dissociation energy, D
0
 is bond-breaking energy, Ea  is activation energy, n is exponent 

of the temperature factor in the pre-exponential factor in the generalized Arrhenius formula for k0 (T)  , s is 

empirical model parameter. The empirical parameter s was assumed to be 0.5-0.6. 

 

 

 

 

 

 



In the level kinetics the main problem is determination of the rate constants for corresponding 

chemical reactions. There are many theoretical and semiempiricai models of the level rate constants. Such 

models are mainly developed for description of the dissociation processes and to a less degree for 

exchange reactions. The most of them use some adjusted parameters, which have to be determined from 

experimental results or other estimates. There are few experimental results especially at the high 

temperatures. On the other hand, the rather reliable data about potential energy surface (PES) permit to 

calculate the level rate constants by solving the problem of the collision dynamics. Each model has own 

set of restrictions on reaction type, kind of reagents, temperature range applicability and etc. Therefore 

the selection of the most adequate model is very important problem [3, 4]. 

The description of the information-theoretical approach, level modified model of vibrational 

energy efficiency (а-model), level modified CVCV model are considered in [5]. The purpose of these 

models is the simple universal relations between modified parameters using information about the energy 

fraction fv, as the energy part which goes into vibrations of the molecule-product of reverse exothermic 

reaction, that is the molecule- reactant of direct endothermic reaction. 

у -model and Levitsky model are the function-approximated results based on the solutions of 

particular dynamic collision problem by means of quasiclassical trajectory method. In accordance with 

Losev у -model for process of dissociation  

where в is the characteristic vibrational temperature, A [cm
3
/mols] is pre-exponential factor in the 

Arrhenius form for the equilibrium rate constant, γ is model parameter (other notation see above). Values 

of this model parameters and coefficients for dissociation of 
 

The results of calculation in [6,7] are approximated by Levitsky model, so 

where for dissociation reactions (Do - dissociation 

energy) and for exchange reactions (Ea - activation energy); α, β are the parameters 

describing participation of vibrational and translational energies in reactions. For 

parameters of this model are (E is in Kelvin) α = 

1.0, β = 0.85. 

Verification of models 

The basic method for deriving of the recommendations on models applicability consists in 

carrying out of the wide spectrum of the numerical experiments. Both detailed studying of each model, 

and comparison of several models in identical conditions can be fulfilled in the framework of numerical 

experiments. Such approach is realized in the software complex “KINTVT” developed in Institute of 

Mechanics MSU [8]. 

The other way for models verification can be based on the comparison with the results of 

quasiclassical trajectory (QCT) calculations. For investigation of the elementary chemical reactions by 

QCT method the “MD Trajectory” software complex was created and 

 

 



successfully applied [9]. The optimization of trajectory code for more efficient utilization of the modem 

supercomputer clusters has been performed. 

Some results of investigation of models and verification of model parameters in two- temperature 

approximation are given on Fig.1-4. On Fig.1,2the dependence of the nonequilibrium factor and two 

temperature rate constant of on temperature at 

different value of vibrational temperature are shown. All this results are obtained by QCT method. The 

next two figures (Fig.3,4) represent comparison of various model results with the QCT results for this 

reactions at different values of vibrational temperatures. There are comparison between QCT calculations 

and some theoretical models for two exchange reactions and on 

Fig. 5,6. Investigation on level factor 

for dissociation calculated by у-model at the different 

translational temperatures T = 3000, 4000, 6000, 8000K as the function of vibrational level and 

calculated by Marrone-Treanor model with parameter U= 3T at the same translational temperatures are 

represented on Fig.7,8. Fig 9 shows dependence level factor for 

dissociation _ calculated by Marrone-Treanor model with parameter U= D/6 

on vibrational levels at the different translational temperatures. Fig. 10 shows comparison between QCT 

calculations and two theoretical models (а-model and IT one). Level factors for 

dissociation at the fixed translational temperature 

T = 10000K was compared. 

 

Fig. 1. Nonequilibrium factor  

for exchange reaction 

at the fixed vibrational 

temperatures Tv = 3000, 4000, 5000 К as the 

function of translational one. QCT calculation 

results 

Fig. 2. One-temperature and two-temperatures 

rate constants for exchange reaction 

at the different vibrational 

temperatures Tv = 5000, 6000, 7000, 8000, 9000, 

10000 К as function of translational one, QCT 

calculation results 

26 



 

 

Fig. 3. Nonequilibrium factor Z(T, Tv) = 

for exchange reaction 

at the fixed vibrational 

temperature Tv = 4000 К as the function of 

translational one 

Fig. 4. Nonequilibrium factor  

for 

exchange reaction at the 

fixed vibrational temperature Tv = 5000 К as the 

function of translational one 

 

 

Fig. 5. Level factor for exchange 

reaction at the fixed 

translational temperature Tv = 4000 К as the 

function of vibrational level 

Fig. 6. Level factor for 

dissociation at the fixed 

translational temperature Tv = 4000 К as the function 

of vibrational level 



Fig. 9. Level factor for 

dissociation calculated by 

Marrone-Treanor model with parameter U= D/6 at 

the different translational temperatures T = 3000, 

4000, 6000, 8000 К as the function of vibrational 

level 

 

 

Fig. 7. Level factor for 

dissociation calculated by 

γ- model at the different translational temperatures 

T = 3000, 4000, 6000, 8000 К as the function of 

vibrational level 

Fig. 8. Level factor for 

dissociation calculated by 

Marrone-Treanor model with parameter U= 3T at 

the different translational temperatures T = 3000, 

4000, 6000, 8000 К as the function of vibrational 

level 

 

 

Fig. 10. Level factor for 

dissociation at the fixed 

translational temperature T— 10000 К as the 

function of vibrational level. Comparison between 

QCT calculations and two theoretical models for 

various parameters fv = 0.36, 0.4, 0.62 
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Introduction 

The combustion of hydrogen (or hydrocarbons) is accompanied by the emission of ultraviolet light 

due to transitions of excited radicals to their ground states 

, and monitoring for this emission has been used long ago inthe investigation practice as 

a method for determining the ignition-delay time. Since the excitation energy is 

about 47000 K, the question arise, what is the formation mechanism for excited OH* radicals at low 

temperatures ~1000 K, and what is the role of others electronically excited particles, such as

and , possessing lower excitation energies. Answers to these 

questions are of importance for the search of alternative approaches to improve combustion, in particular, 

for efficient ways of influencing the ignition process. On the other hand, the problems of detailed 

understanding the hydrogen-oxygen reaction remains one of central in modem combustion chemical 

physics; in particular, the mechanism of chain initiation and new developments in this field were discussed 

in recent publications [1-6]. 

In this paper, we focus on the theoretically analysis of mechanism for ignition-combustion 

processes in hydrogen-oxygen mixture with allowance for electronically excited OH*, O*, and O2* 

particles, and vibrational nonequilibrium for initial H2 and O2 molecules. To rectify the kinetic scheme, 

results of ab initio analysis are widely used; in particular, rate constants for essential reactions were held 

near the theoretically suggestible levels. 

Experimental 

Herein, we deal the following experimental results: (i) our shock tube experiments [5] (incident shock 

waves, emission spectroscopy monitoring OH* radical, stoichiometric mixtures), (it) the 

shock tube experiments [7] (reflected shock waves, absorption spectroscopy monitoring OH radical, rich 

on hydrogen mixtures), and (iii) the 

shock tube experiments [3] (reflected shock waves, absorption spectroscopy monitoring О atoms, lean on 

hydrogen mixtures). 

Theory 

Theoretical consideration involves the following two aspects: (i) ab initio analysis intended to 

identification of some reactions as elementary ones and to independent estimate for their rate constants, (ii) 

kinetic calculations including further refinement of some rate constants as a result of fitting the calculated 

values to experimental ones. 

For a number of systems, extensive ab initio analysis was carried out with use of GAMESS 

program package, employing CASSCF (complete active space self-consistent field) method, in various 

active spaces. Most accurate energy and frequency estimates for use in frames of CTST (conventional 

transition state theory) were performed employing high-level post-SCF methods from GAUSSIAN 

package, within the energy prediction scheme proposed earlier [2]. This scheme was also adapted to 

MCQDPT2 (multiconfiguration quasi-degenerate perturbation theory, 2nd order) energy calculations. To a 

number of 



activationless reactions, CASSCF-based VTST (variational transition state theory) was applied. 

General formulation of problem for the chemically- and vibrationally-nonequilibrium flow of 

multicomponent gas mixture has been given previously [8,9]. Presently, the problem is simplified to 

isothermal one because, for greatly diluted mixtures, the heat effects can be neglected. In this case, it is 

enough to integrate two Landau-Teller equations. We have the analytical dependencies for vibrational 

temperatures of molecular hydrogen and oxygen: 

 

The effect of vibrational nonequilibrium on the chemical reaction rates was calculated in terms of 

the model [8, 9] as following: 

 

 

The multiplier к(T; Tk) takes into account acceleration or slowmg-down from vibrational 

nonequilibrium. Here, Tk is the vibrational temperatures; k
0
,(T) is the equilibrium rate constant of the r

th
 

reaction; E
A

r is the activation energy; Er is the vibrational portion of E
a
, ξr is the number of rotational 

degrees of freedom of reagents; here, βri = 1 (We suppose the uniform energy distribution on vibrational 

degrees of freedom). 

Results and discussion 

Table 1. The reactions with participation of and  

mixture at  



Notes to Table 1: 
a) Here and below, the double arrow means the brief writing for two reactions (forward, r, and 
reverse, r'); is the equilibrium constant. 
b) Our CTST (Conventional Transition State Theory),VTST (Variational Transition State 
Theory), or LST (Landau Statistical Theory) estimations. 
c) Fitted with experiment. 

In the table, there are the reactions and/or rate constants marked out by the heavy type. It is the new 

kinetic information obtained in the course of our work as a result of theoretical estimations and/or fitting 

with experiment. 

The formation of electronically excited hydroxyl-radical OH* is caused by the reactions 1 - 3 and 4' 

- 6'; the absolutely main reaction is the reaction 1 with participation of vibrationally excited radical

the major source of is the recombination process 

 
 

In accordance with our estimations, the possible vibrational nonequilibrium effect increases the 

equilibrium rate constant, orders at low temperatures. So, 

Fig. 1. Ab initio reaction pathways from On the triplet 

potential surface (triangles), there is well known chain branching reaction 

possessing direct mechanism 

The corresponding direct mechanism reaction on the singlet potential surface, 

is not valuable due to high activation barrier. Note,that the paramount reaction on the singlet potential 

surface is the water-producing one  

 



 

Fig 2. The ground and some electronically excited  

terms of HO2 system 

Note, that the direct mechanism chain branching reaction (a) reveals 

very high activation barrier about 20000 К (that differs drastically from the literary value, 6500 † 11000 K, 

by different authors [10]; the heat effect of this reaction being 8300 K). For effective chain branching, we 

propose indirect mechanism which includes the formation of vibrationally excited hydroperoxyd radical, 

HO2(v): 

 
The kinetic calculations with the reactions instead of the reaction ( a )  and 

with an estimation of HO2 vibrational nonequilibrium effect were carried out for 1000 ≤T ≤  1400 K. The 

results showed the present mechanism preference for the interpretation of experiments [3,5,7] by the single 

kinetic scheme. 

Particular attention was paid to the analysis of initiating reactions, which are of crucial importance 

at early stages of the process. Because of obvious discrepancy between literary and recent theoretical data 

for initiating reactions, they were analyzed carefully. Most unambiguous is reaction

estimated, with close results, both experimentally 

and theoretically. At high temperatures T  more then 2000 K, reaction  



becomes principal. At low temperatures (T < 1000 K) and high pressures (p > 1 atm), the initiation mechanism of 

chemical transformation in the hydrogen - oxygen system is not understood now; in our opinion (ab initio 

calculations), it realize via long-lived {O2···O2}, {O2···H···HO2}, and {O2···HO2} intermediates. The H2O4 

molecular system is the most complicated for ab initio analysis. But because of the most important for ignition at 

low temperatures, this system is our main priority. 

Conclusions 

(i) HO2 is the overwhelmingly important intermediate component for chain branching and OH* formation. 

(ii) The correct kinetic calculations with account of the superequilibrium vibrational excitations of HO 2(v) 

and its relaxation are necessary. 

(iii) Further elaboration of the physically adequate mechanism of initiation, especially at low temperatures 

and high pressures, is still actual. In this relation, detailed topological analysis of intermediate complex 

{H2O4} is necessary. This includes search for the saddle and minimizing structures on the lowest 

singlet, triplet and quintet terms of H2O4 and their (quasi)crossings. 
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Spectroscopic characterization of air plasma in electric arc discharges is of permanent interest in 

many labs because of various important applications in materials processing, plasma chemical and 

biotechnologies. In this paper we report about spectroscopic studies of a specific regime of air plasma 

flow in the transverse arc discharge. A free jet of atmospheric air ran from the nozzle across two coaxial 

electrodes and formed a bright crescent-shaped arc as well as a highly reactive afterglow. For diagnostics, 

we applied a method of absolute emission UV-VIS-NIR spectroscopy, equipped by modem fast PC-

operated CCD-based MOSA instrumentation and etalon spectral lamps. Measurements were performed in 

different sections along the jet under the variation of discharge parameters and flow rates. Both copper 

and carbon electrodes were utilized in order to se difference. Within available spectrum of wavelengths 

(200-1100 nm) we conducted monitoring of all remarkable emissions and identified all basic atomic lines 

of N, О, H as well as molecular bands of NO, N2, О2, OH, CO, CN. On this base, we draw curves of 

changes of emissions‟ intensity along the jet depending on the discharge power and flow velocity. 

We recognized nitride oxide system  

Shumann-Runge bands

; nitrogen  

negative system  

positive system

 

and a very week N2 1
st
 positive system

Under 

the LTE assumption, we determined the excitation temperature of nitrogen molecules from the emissivity 

of N2 2
(+)

 bands using the Boltzmann plot. The excitation temperature of oxygen atoms is calculated from 

the emissivity of OI lines at 777.3 nm, 884.6 nm and 926.0 nm. Besides, the electronic density is deduced 

from the Stark broadening of the H Balmer α line at 656.3 nm. There were a lot of CuI lines in case of 

copper electrodes but the electronic temperatures obtained from the relative intensities of Cul 324.7 nm 

and 327.4 nm was out of the LTE as well as CuI 521.8 nm and 515.3 nm due to the overlap with N2
+
(l

-
) 

bands. The interference of the N2 2
(+)

 system precluded diagnostics of the OH (A-X) at 308 nm. The 

temperature of heavy particles undertaken through the partially resolved emission of N2
+
 l

(-)
 bands turned 

out also not equal to the gas temperature Tg. It differenced from the temperature of vibrationally excited 

molecules more then twice. This evidences about the strong non- 



isothermal conditions. Therefore, usual two-temperature approach with Te for electrons and Tg for heavy 

particles is not valid in this case. Another character effect is an “ignition” of the molecular emission downstream 

the arc resulted from the kinetic non-equilibrium conditions. The highest temperature (~1.5 eV) is measured in 

the center of the arc. In the afterglow zone, the temperature Te decreases rapidly while the temperature of excited 

metastable molecules Tехс keeps longer. Then increasing an arc discharge current, the temperature Teхс becomes 

larger. At a lager flow rate the gradient Texc becomes smaller. 

We see that even small variations in plasma conditions due to spatial and temporal instability, 

decomposition, contamination, etc can produce large visual changes in the spectral emission, which is 

functionally related with the temperatures and concentrations of components, so spectroscopy could serve as a 

powerful tool for diagnostics and characterization of nonequilibrium plasma. 
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Abstract 

The electron cooling and ion heating processes in a positive column of an Ar DC discharge are 

discussed here. The Particle-In-Cell Monte Carlo (PIC MC) method is used which describes the kinetics 

of electron and ions in plasma-wall interface. 

Introduction 

The problems related to a plasma-wall interface, important in the case of Langmuir probes, 

ambipolar diffusion, etc., still attracts much attention during the last years (e.g. Chabert 2000; Kono 

2001; Kawamura and Ingold 2001; Franklin 2003; Stemovsky 2003). Most of the respective theoretical 

considerations are based on the assumption of constant Te/Ti ratio in whole plasma volume and 

Boltzmann profile of electron in plasma wall interface. 

In contrast, Kono (2001) and Kawamura and Ingold (2001) modelled both electron and ion 

kinetics. Kono (2001) has developed a ld2v (ID displacement 2D velocity) PIC-MC model for a spherical 

probe immersed in a plasma bulk. The charged species (electrons as well as positive and negative ions) 

gradually fill an empty simulation box due to the thermal particle flux from ambient plasma. All particles 

move in the electric field determined by a probe bias and a space charge. The ion collisions are treated in 

a simplified manner, i.e. the velocity of a colliding particle is replaced by the random thermal velocity 

corresponding to the temperature of that specie. The temperatures of undisturbed plasma are related by 

relations, The substantial differences in multi-sheath formation in fluid 

model (based on above stated assumptions) and PIC MC model were reported, even for weakly 

collisional case. It was related to the chaotic oscillation of potential barrier observed in the PIC MC 

model. 

Cenian et al. (2003) have modified ld3v (ID displacement 3D velocity) PIC-MC model of 

electropositive plasma in the system of cylindrical-symmetry proposed by Kawamura and Ingold (2001). 

The 3D trajectories were calculated in that model but only radial (ID) dependence of charge distribution 

was taken into account in Poisson‟s equation (in relation to assumed cylindrical symmetry). The model 

was used to study the electron cooling and ion heating effects in positive column of Ar DC discharge at 

plasma-wall interface and in the sheath of a Langmuir probe immersed in Ar plasma. Some important 

implications for plasma theory will be discussed. 

The model description 

Model of plasma-wall interface in Ar discharge positive-column 

A low-pressure (p ≤ 1 torr) Ar-plasma of positive column, surrounded by a nonconducting wall 

of cylindrical-symmetry (tube radius R = 1 cm) is considered. The MC 
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trajectories of “quasi-particles” representing a large number of electrons and Ar
+
 ions are calculated. They 

move in the electric field determined by a solution of Poisson‟s equation and the densities of charged 

“quasi-particles” determined in grid points of a simulation box. 

The real collisions of electron and ions with an Ar atom described by the cross sections sets 

compiled by Phelps (1994, 1997) are considered. The ionization, elastic and excitation processes are taken 

into account while simulating electron trajectories. The elastic processes (isotropic and backscattering) are 

considered when ion trajectories are calculated. 

An assumed axial current is sustained by the axial electric field (Ej(r) = const), i.e. Ez is derived by 

requirements that impact ionization rate equals the charge losses due to the plasma-wall interact-tions. 

When the electron balance is not fulfilled the Ez value is changed and the procedure is continued until the 

steady-state conditions are established. 

The MC trajectories for “super particles” are calculated using “null collision method” (Skullerud, 

1968). Arbitrary collision frequency was chosen in such a way that the mean free path . It 

has enabled the correct inclusion of field evolution into the equation of 

motion. In order to accelerate the computations, the Bessel profiles (instead of uniform ones) of charged-

particle densities were assumed for the initial condition with arbitrary coordinates and velocities. The fixed 

electron energy distribution and thermal ion energy distribution were applied. 

The particles crossing the simulation-box boundary were removed from a simulation. The 

simulation box was divided by 250 points of computational grid were charged particle densities and Poison 

equation was solved. The space separation of the grid was chosen to decrease inversely proportional to the 

distance from the cylindrical symmetry axis  The azimuthal symmetry and uniformity in the 

axial direction was assumed, i.e. although MC trajectories were calculated in 3 dimensions only the radial 

distribution of charged particle densities was considered in the lD Poisson‟s equation. 

The simulation algorithm works as follows. The calculation of charged particle trajectories is 

interrupted at the chosen time steps and the charged species concentrations at the points of computational 

grid are being determined. When the new radial profiles of potential and electric field are calculated, by 

solving the Poisson‟s equation, the trajectory simulations are continued. The whole procedure is repeated, 

as long as the steady-state profiles are established. 

Already introductory investigations (Cenian et al., 2003) proved that this model could be useful to 

study fundamental problems of plasma-wall interactions, including plasma neutrality, Bohm criterion and 

sheath formation. 

Model of a probe immersed in Ar plasma 

The plasma-probe interactions are studied in a system with cylindrical symmetry, related to an 

infinitely long cylindrical probe, 2rp in diameter, immersed in a continuum, nonflowing, electro-positive 

plasma. The effects of a positive column DC field (directed along the probe symmetry axis) can be taken 

into account. For the sake of simplification, the whole plasma volume is separated into two different zones: 

Sheath-Pre-Sheath (SPS) zone and a ring-shaped volume around it (called later “buffer zone”) - see Fig. 1. 

The minimum radius of the SPS zone depends strongly on the probe bias voltage as will be discussed later. 

The motion of charged particles in both zones is described by the MC trajectories. 

The concentration of charged particles in the buffer zone is kept constant by assuming that the 

particles reflect specularly at the boundaries i.e. at the boundary with the SPS zone and at an external 

boundary given by rb (radius of buffer zone). The neutral plasma of the “buffer” zone is described by the 

electron (Te) and ion (Tj) “effective” temperatures (see 



Godyak, 1993). The Maxwell distributions were generally assumed as the initial conditions but other 

distribution may be easily introduced as well. As the simulations continue the charged particle 

distribution changes radically (as will be discussed later in the sheath region). Initially, the charged 

particles are uniformly distributed in the whole considered space, i.e. buffer and SPS zones. Later, the 

charged particle densities begin to decay in the close vicinity of the probe, due to the constant flux 

towards the probe and absorption (followed by recombination) on the probe surface. On the other hand, 

there is a continuous thermal influx of new charged particles from the buffer zone to the SPS zone. This 

flux is simulated by the creation of a new particle entering the SPS zone with the same velocity as the 

particle from the buffer zone, which was reflected from the border with the SPS zone. When a particle is 

crossing the same boundary but from the SPS side, it is removed from the simulation. 

 

The described procedure allows determining the thermal flux from the buffer to the SPS zone and 

it keeps constant the ionization degree in the buffer zone. It was checked that the described procedure is 

simpler but gives the same results as the one used previously (Cenian et al. 2003). It should be here noted 

that the flux from the buffer into the SPS zone is higher than that in the opposite direction giving a netto 

thermal influx to the SPS zone. 

The charged-particle MC trajectories in the SPS zone are determined by the Newtonian equations 

for particles motion in an electric field. It is possible to take into account both the axial-field of the DC 

plasma column as well as the radial field generated by the probe-bias and the space-charge density 

(through the Poisson equation evaluated in 250 grid points) - see Fig. 1. 

The probe surface is assumed to be fully absorptive both for electrons and ions, i.e. a particle is 

removed from the simulation (absorbed on the probe surface and recombined) when its trajectory passes 

the probe-wall coordinate (i.e. when r < rp). The difference between the number of absorbed electrons 

and ions determines the probe current. 

The electrons take part in different collision processes with the target Ar gas atoms, described by 

cross sections for elastic and excitation processes as well as ionization according 

Fig. 1. Scheme of the considered zones in PIC model 



to Phelps (1997). The Ar+/Ar collisions arc described by cross sections for elastic collisions: isotropic and 

backscattering(charge transfer) processes proposed by Phelps (1994). 

The standart null-collision method is applied (Skullerud, 1968) when calculating MC trajectories. 

When the decision about the real collision is made the velocity components of the Ar atom are determined 

using the rejection method as discussed by Robertson and Sternowsky (2003) for the velocity-weighted 

Maxwellian distribution of Ar atoms. They show that the use of this distribution increases the rate of 

collisions with the high relative velocity and so, decreases the ion mobility (especially at low E/N) and 

increases the diffusivity. The determination of target velocity enables to decide (using random number 

generator) what type of collision took place (see e.g. Piscitelli et al. 2003). 

Results and discussion Plasma-

wall interface in Ar discharge positive-column 

The positive column of the Ar discharge with [Ar] = 10
21

 m'
3
 and Iz =10 mA was considered. It 

was shown already by Kawamura and Ingold (2001) that resulted Ez values agree reasonably well with 

experimental results (Groos 1934; Ferreira and Loureiro 1985) for Ar discharges under pressure range 0.4 

< p < 40 Pa. At higher pressure agreement is worse due to the neglect of other than direct-ionization 

processes. It is well known (see e.g. Bogaerts and Gijbels, 1999) that at 75 Pa, more than 20% of the 

ionization processes results from other channels than direct ionization. At still higher pressures the 

associative ionization processes and production Ar2
+
 ions cannot be neglected (Petrov and Ferreira, 1999). 

The self-consistently determined electron temperature and ionisation density in the centre of 

positive column were, Te ~ 5.3 eV and 4*10
15

 m'
3
, respectively. So, λD ~ 0.2 mm in this case. 

  

Fig. 2. Spatial profiles of electron and ion kinetic and thermal energies; thermal energies are 

calculated per degree of freedom in radial and transversal  directions 

Fig. 2 presents spatial profiles of electron and ion kinetic energies. It was confirmed that the 

electron energy has mainly thermal - chaotic - character (the fine small curve near r = 



0 in Fig. 2 a represent its drift - ordered component) and quite rapidly decline toward tube wall. In 

contrast, the thermal part of ion kinetic energy increases - ions heat up - in the plasma-wall interface. So, 

although, the thermal energy of ions is generally much lower than the electron energy in the centre of a 

positive column of electric discharges, however, due to observed electron cooling and ion heating effects 

at plasma-wall interface of the considered Ar discharge, the Ue/Uj relation can change significantly across 

the tube radius. The radial component of the ion thermal energy can even exceed the radial component of 

the electron thermal energy - see Fig. 2 b. It should be noted that the transversal component of the ion 

thermal energy is significantly lower than the radial one. It can be explained by a significant decrease of 

cross-sections for elastic (isotropic) collisions for higher ion energies typical in the sheath region. At the 

same time, the back scattering component of cross sections decreases only slightly. It leads to much 

stronger scatter of ion energies in radial than in transversal direction. In contrast, “electron effective 

temperatures” in both directions are almost equal (see components of electron thermal energy). 

The ion heating effect at the plasma- 

wall interface results from ion collisions, which disperse energy gained from the radial ambipolar field. 

Electrons are de-accelerated by the same field in the radial direction and collisions help to cool dawn also 

the energy in the transversal direction. The both effects can have pronounce consequences for the 

discussion about the ambipolar diffusion - see (Franklin, 2003). 

Probe immersed in Ar plasma 

The probe model has been verified using the results of probe measurements in an Ar plasma of a 

standard double-plasma machine as described by Stemovsky et al. (2003). The experimental results 

related to current-voltage characteristics partly presented in Stemovsky et al. (2003) have been kindly 

supplied by dr Z.Stemovsky (Stemovsky, 2004) - see erratic line in Fig. 3.a. The crosses represent PIC 

MC results of the model described here and broken line correspond to the modified OML model of 

Stemovsky et al. (2003). The considered case is related to that described by Stemovsky at al. (2003) in 

Fig. 7a. i.e. a probe in a plasma under the conditions described by the parameters and

where is 

the Debye length and λmfp is mean free path. It means that although the thicker probe (rp = 313 μm) is 

considered a thin probe approximation in weakly-collisional case can still 

be applied. The measured by Stemovsky at al. (2003) gas pressure was 1.3 mTorr and the ions were 

supposed to be in equilibrium with the gas (room) temperature T = 0.025 eV, in agreement with some 

LIF measurements in similar plasma devices. The charged particle density (in the bulk plasma - here 

“buffer zone”), , was derived by 

using the Druyvesteyn method as presented by Godyak et al. (1993). The electron temperature, Te = 1.9 

eV, was derived from the retarding part of the experimental probe- characteristic. Taking into account 

that the gas density (at room temperature) is of the order of 4.3x10
13

 m
-3

, the ionization degree a is about 

2x10
-6

 and λD is 1.21 mm under the present conditions. 

The profiles of ion (dashed line) and electron (solid line) thermal-energies are shown in Fig. 3. 

The results prove that the Te/Ti, ratio could not be considered constant in the plasma sheath region (et 

least for radius r < 4 λD around the probe). Moreover, the ion and electron thermal-energies (“effective 

temperatures”) become comparable in this region. The last is far from our intuitive expectation about the 

electron temperature being much larger than the ion one It should be noted that the 

electron cooling effect at the plasma sheath 

around the probe is much less pronounce than in the above considered case. It must be related to smaller 

electron energy and much lower pressure. 



 

 

Fig. 3. Probe characteristic (a) and spatial profiles (b) of electron and ion energies in sheath 

region of the probe 

Conclusions 

The strong effects of electron cooling and ion heating have been found in the plasma- wall interface. 

The effect of electron cooling is smaller in the case of probe immersed in the low pressure plasma 

described by lower electron temperature. The both effects can have pronounce consequences for the 

discussion about the ambipolar diffusion - see (Franklin, 2003) and probe modeling. 
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Microwave plasma of atmospheric pressure has been the object of special interest over last decade 

due to their effective use in different applications, such as: excitation sources for elemental analysis [1], 

purification of noble gases [2] and many others. The present work is devoted to the use of this type of 

discharge to the abatement of perfluorinated compounds [3]. Here we present the numerical investigation 

of destruction of CF4 in nitrogen with small admixtures of oxygen. The main attention is focused on the 

kinetic peculiarities of the process. Discharge peculiarities of the system are a subject of another work, 

presented in the current book [4], One can find there the detailed description of creation and maintenance 

of microwave discharge plasma in fast flow gas system. 

Model description 

The following 51 species in C-F-O-N element space have been taken into account in the kinetic 

modeling of CF4 conversion process:  

 
Our previous investigations on SF6 destruction in microwave discharge have shown that charged 

species do not significantly change chemical kinetics of the destruction process and the process itself has 

thermal character. Therefore, charged species are not taken into account in presented kinetic model. 

We assume all reactions to be reversible. Direction of a reaction having most reliable data on rate 

constant within temperature range 300 - 6000 K has been selected as a forward direction of the reaction. 

Rate constants of forward reactions are given in modified Arrhenius form and principle of detailed balance 

is used for reverse rate constants calculation. Thermodynamic data has been taken mainly from [5], and 

kinetic data - from [5-7]. 

Table 1 presents all elementary chemical reactions and their rate constants that were included into 

kinetic mechanism. 

Mathematically the task is formulated in two-dimensional steady-state approximation in 

cylindrical geometry were radial diffusion of the chemical component is taken into account. It was 

assumed that main part of discharge energy goes to thermal heating of gas flow. This is caused by low 

values of reduced electric field that are typical for microwave discharge. Radial profile of energy input and 

characteristic length of discharge were parameters of the task and taken from numerical results of [4]. 

Schematic diagram of the considered experimental discharge device has been described in the same article. 

Present calculations have been performed using the following parameters of the setup: tube 

diameter D = 8mm, initial CF4 mole fraction [CF4]0
 = 0.1-1% and initial mole fraction of oxygen
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Results and discussion 

Thermodynamically CF4 is stable in presence of oxygen up to T-1200 K. Increase of 

temperature results in consequent change of potential main conversion products as follows: 

COF2, CO2, CO (see Fig.l). Noticeable amount of CN and C appear under temperatures 

higher than 5000 K. To add, main carbon containing specie in temperature range from 2500 to 

6000 K is CO. 

As a rule, products composition is different from equilibrium values under real 

conditions. Mainly, this is caused by limited residence time of gas mixture in hot zone of the 

reactor. Fig. 2 shows numerical results of 

CF4 conversion kinetics in isothermal 

conditions for two temperatures: 2500 K 

and 5000 K. Characteristic residence time 

in discharge region of the considered 

experimental device, that is in the range 

and depends on operation 

regime, is also shown in the figure. It is 

seen that under 2500 K temperature 

residence time is not long enough even 

for half decomposition of CF4, while for 

5000 K this time is an order of magnitude 

higher than required one for complete 

CF4 decomposition. 

Fig. 3 shows temperature 

dependence of CF4 decomposition 

characteristic times. One can see that 

under the considered conditions 

temperature higher than 3000 K is required for effective process organization. Note that much 

higher times are required to reach equilibrium product content (see curve 4, Fig.3). This is 

mainly connected with transformation of CF4 decomposition products. Under high 

temperatures establishment of equilibrium is limited by dissociation of N2, which is main part 

if the mixture. 

Gas flow in discharge zone under real experimental conditions is characterized by huge radial 

nonuniformity, which is caused by specific nature of gas heating by microwave field and cooling of 

discharge tube which is necessary to prevent its damage. Along with high temperature central part 

(maximum energy input is not necessary occurs at the axis of the reactor), where temperature reaches 5000-

6000 K [8] and decomposition process runs very fast, there are cold parietal zones of the flow, where 

chemical transformations does not run at 

 

Fig.l. Balance of carbon in equilibrium 

N2/02/CF4=97.5/l. 5/1.0 mixture 

 



fast, there are cold parietal zones of the flow, where chemical transformations does not run at all. This is 

the main reason of difficult complete CF4 decomposition even for high discharge specific energy inputs. 

Our calculations have shown that radial diffusion can partly compensate this effect by transfer of 

reagents from cold to hot zones; however, total positive input of this process does not exceed 10-15%. 

 

 

Fig.2. Isothermal kinetic of CF4 destruction in N2/02/CF4=97.5/1.5/1.0 mixture: P-l atm 

 

Fig.3. Characteristic times of CF4 destruction Fig.4. Theoretical and experimental data on in isothermal 

conditions process: mixture - CF4 destruction in microwave discharge: N2/O2/CF4=97.8/1.2/1.0;P=1 atm

 W=4000 W; initial mixture - N2/CF4/O2= 

99.75/0.1/0.15 

Fig. 4, 5 present part of the results of numerical modeling using full 2D model. It is seen that 

results of calculations of destruction and removal efficiency are in a good agreement with experimental 

data (see Fig.4). Fig.5 shows the flow averaged kinetic curves for a few experimental regimes. It is seen, 

that destruction and removal efficiency is a monotonically rising function. That means that there is no even 

partial reconstruction of CF4 from decomposition products in afterglow zone. Note, that for e.g. SF6 such 

kind of reconstruction is possible. 



One can see that main part of CH4 is decomposed in discharge zone of the reactor (z<4 cm). 

Intensity of the process reduces in afterglow. The process stabilize to the end of the discharge tube (z=15 

cm) and CF4 concentration riches its final value. This occurs due to cooling of the tube, which removes 

almost half of the energy obtained from discharge. 

Further cooling of the gas occurs in heat exchanger (z†15-200 cm). Chemical transformations 

continue in this zone (see Fig.5b), while CF4 mole fraction remains unchanged since they do not 

influence CF4, and connected mainly with transformations of conversion products (CO, CO2, CF3OF, 

CF2O) and recombination of atomic components (O, N, F). 

 

Fig.5. Kinetics of CF4 destruction in microwave discharge reactor: initial mixture - N2 

/CF4/02=99.75/l .0/1.5; P=1 atm 

Conclusion 

The kinetic model of high temperature CF4 conversion process in N-O-C-F element space is 

developed. The thermodynamic and kinetic analysis of CF4 destruction process has been done. A series 

of 2D numerical calculations of CF4 destruction in microwave plasma reactor has been performed for 

different experimental conditions. Good agreement with experimental data has been obtained. 
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Abstract 

In the past few years, the research on underwater plasmas has become more and more important within 

the field of plasma sciences, but in comparison with the broad knowledge of gas discharges, the physics of 

underwater plasmas is still largely unknown. One of the reasons for this increased interest is the potential of such 

plasmas for several technological problems, for instance in the fields of water cleaning, medicine, sterilization 

and surface treatment and synthesis of polymers. 

The oxidation of organic pollutants dissolved in water is an attractive method for water treatment, 

because it finally results in the conversion of the organic polutants into compounds without secondary disposal 

requirements. Unfortunately, the direct reaction of organic pollutants with oxygen at ambient temperature is 

usually too slow to be of practical interest; and the use of higher temperatures is, especially for the treatment of 

low level organic pollutants, prohibitively expensive. 

So-called advanced oxidation processes (AOPs) are processes that involve the input of energy - 

chemical, electrical or radiative (e.g. by high energy electron beams or y-rays) - into the water to produce highly 

chemically active species (especially OH radicals), which then oxidize organic pollutants at ambient 

temperature. But also this method of water treatment involves a significant energy expense. 

The need for an energy efficient method for the production of highly chemically active species in water 

has, in view of several potential applications such as water treatment, motivated research on the application of 

atmospheric non-thermal plasmas generated in water or above water surface: under the influence of the applied 

electrical field a non-equilibrium is established among electrons and heavy species (ions, neutral molecules) and 

a substantial part of the supplied electrical energy is fimneled into the production of radicals through electron- 

molecule collisions. Various electrode configurations are possible. Both DC excitation and various types of AC 

excitation with either short or slowly rising voltage pulses have been studied (see e.g. [1]). However it should be 

said that, in comparison with the broad knowledge on gas discharges, the physics of underwater discharges is 

still largely unknown. 

DC discharges generated above the water surface generate radicals in the discharge which then react 

with ambient air, creating a gaseous mixture of ozone, nitrogen oxides and nitride acid aerosols that 

subsequently dissolve in the water and react with the organic contaminants [2, 3]. An apparent deficiency of 

discharges above the water surface is that only a thin surface slab of water can be treated. This is why attempts 

are being made to generate underwater discharges. 

Pulsed positive streamer corona discharges generated in water have been widely studied. Using a 

needle-plate electrode geometry, oxidation of low level phenol in water, removal of micro-organisms, 

production of OH, H and О radicals and production of H2O2 molecules have been demonstrated [1, 4-7]. Sharp 

needles, however, are quickly eroded and have a limited lifetime. In addition, the discharge of a single needle 

occupies only a very limited volume. Therefore, it is necessary to develop electrode configurations that produce 

larger plasma volumes. 
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Using a coaxial (flow-through) electrode geometry (also referred to as wire-cylinder geometry) in which 

the central electrode is coated by a thin layer of porous ceramics (2-5 % porosity, thickness of 0.2-0.3 mm), a 

large number of filamentary discharge channels can be generated at relative moderate applied voltage (order of 

20 kV), filling almost homogeneously the electrode gap. Production of OH, H and О radicals, oxidation of Fe2+ 

and Fe3+ ions, production of hydrogen peroxide H2O2 molecules and degradation of phenol have been 

demonstrated with this concept that allows a wide variety of geometrical configurations and dimensions [1]. 

An interesting type of underwater discharge, which is not in direct contact with the electrodes, is the 

diaphragm discharge [8]. Diaphragm discharges can be sustained by DC or short to relatively slowly rising AC 

(50 Hz, 10 kV) voltages. If the pin-hole length to pin-hole diameter ratio is several times higher than one, the 

discharge scheme is referred to as a capillary underwater discharge [9]. In such a discharge scheme, the current 

is, at some point along its path between two submerged electrodes, flowing through a narrow bore in a dielectric 

material. When the current density is sufficiently high, local boiling and subsequent vapor breakdown, results in 

the formation of a plasma within this pin-hole. OH, H and О radicals are generated and at the same time the pin-

hole emits an intense directed jet of vapor bubbles inside the surrounding water volume. Using an AC (50 Hz) 

excitation voltage, a stable plasma regime with one microsecond discharge pulse per half cycle, can be 

established in a broad range of conductivities (20 fxs.cm'1 - 10 ms-cm'1). The capillary discharge concept is easily 

scalable to a multi-channel configuration and offers the attractive possibility of pumping the water through the 

active discharge volume. 

Next to the field of water treatment, underwater electrical discharges are also studied in connection to 

applications in medicine. In underwater spark discharges, i.e. high voltage/high current discharges between two 

submerged needle electrodes, a thermal plasma channel is formed, which emits ultraviolet light. The expansion 

of the plasma channel generates intense shock waves. Those underwater spark discharges have been extensively 

studied for the development of extracorporeal shock wave lithotripsy, a noninvasive method for the treatment of 

kidney stones [10,11]. With similar plasma sources, studies have also been made on the role of cavitation in 

cancer cell damage [12]. 

Other potential applications of plasmas generated underwater can be found in the sterilization of 

submerged objects like medical tools, and in the underwater surface treatment and synthesis of polymers [13]. 
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OBJECT-ORIENTED APPROACH TO GAS PHASE CHEMICAL KINETICS MODELING 
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Transfer Institute of NAS of Belarus 

Numerical algorithms and methods are the subject of worldwide interest. Researchers have developed 

huge amount of numerical code during several last decades. Quite big part of program codes is written in 

different versions of Fortran programming language. Fortran language is known to be linear one. This fact does 

not fit modern approaches to complex software programming. Object oriented programming is one of the ways 

to obtain flexible, easily extendable, reusable and optimized code. This article describes new, object-oriented 

chemical kinetics class library for gas phase chemical kinetics modeling. 

C++ programming language was selected as the basis. 

Two main goals have been taken into account during software library development - flexibility and high 

speed of computations. High speed of computation can be achieved by high differentiation of the whole library 

into separate blocks and further blocks optimization, while flexibility was obtained by implementation of special 

algorithm that will be described below. 

 

Fig.l. Structure of chemical kinetics class library 

Structure of chemical kinetics class library is presented in Fig. 1. Module 1 contains information about 

chemical elements names and weights and set of functions for effective elements manipulation. Module 2 is 

responsible for creation of objects that calculate temperature dependences of thermodynamic properties. Objects 

created by module 2 are stored in module 3. Set of functions for effective work with set of chemical elements is 

also included in module 3. Fours module is responsible for creation and initialization of objects for transport 

properties calculation. Objects for chemical reaction rate calculation are managed by module 5. Module 6 serves 

as storage of the objects that were created by module 5. Modules number 2, 4 and 5 are consequently subdivided 

into several blocks in order to achieve flexibility and possibility of deep optimization of calculations for every 

definite case. 

All popular thermodynamic databases make use of ASCII text format to define species properties. There 

are three frequently used specie formats, namely: Chemkin [1], NASA [2] 



mul Shomate [3]. Our class library must support these three formats and allow other formats In he easily 

implemented. To achieve this goal we have developed special class CFactory that implements universal 

mechanism of objects creation from any STL input stream. Definition of the class and related stuff is shown 

below. 

First, let us define three auxiliary types that describe pointer to service functions: 

typedef int (*LPESTIMATE)(istreamS in, ostream * pLog); 

typedef CFactory* (*LPCREATE)(istreamS in, UINTs nError, ostream* pLog); typedef const stri ngs 

(*LPID)(); 

All object types in the library that are supposed to be created from an input stream must have such companion 

functions, LPESTIMATE points to a function that should explore input stream from its current position and report 

weight coefficient, which is the measure of an object presence probability, LPCREATE points to a function that 

creates an object and returns its pointer. The third pointer was defined for logging purposes and defines a 

function that returns text identifier of an object type. Thus, algorithm of objects creation can be formulated as 

follows: 

a) Register all objects 

b) Let all objects to explore input stream by making call to all registered estimation functions 

c) Define the object that reports highest weight coefficient 

d) Create the object by making call to corresponding LPCREATE function 

e) Repeat from b until end 

Interface of the class that implements described algorithm was defined as follows: 
class CFactory { 

public: 

virtual ~CFactory(); 

static int Register(LPESTIMATE estimate, LPCREATE create, LPID id); protected: 

CFactory() {}; 

static CFactory* Create(istreamS in, int& nError, ostream *pLog);  

}; 

Let us consider how this algorithm works for calculation of thermodynamic properties of chemical 

species. Usually, three main thermodynamic properties of specie must be known as functions of temperature: 

specific heat capacity at constant pressure, entropy and enthalpy. Other specie properties, e.g. name, weight, 

charge etc., are also must be usually known. Therefore, we can formulate an abstract interface class that 

describes generic chemical specie: 

class CSpecie : public CFactory { public: 

static CSpecie* Create(istreamS in, int& nError, ostream *pLog) ;  

virtual ~CSpecie() {}; virtual string Name() const = 0; virtual double 

Charge() const =0; virtual double Weight() const = 0; virtual int 

Phase() const = 0; virtual double Entropy(double dT) const = 0; 

virtual double Enthalpy(double dT) const = 0; virtual double 

HeatCapacity(double dT) const = 0; protected: 

CSpecie() {}; 

CSpecie(const CSpecieS); 

}; 



The class inherits from CFactory, has protected constructors and pure virtual functions and, therefore, 

cannot be explicidy instantiated. To make use of these classes we need several more classes that implement 

creation, initialization and properties calculation for every supported specie type formats. For example, classes 

that implement Chemkin specie behavior were defined as follows: class CChemkinSpecieLite : public CSpecie { 
public: 

virtual ~CChemkinSpecieLite() {}; 

static int Estimate(istreamS in, ostream* pLog); 

static CSpecie* Create(istreamS in, UINT& nError, ostream* pLog); static const strings ID() { 

return m_strID; }; 

virtual string Name() const { return m_strName; }; virtual string Formula() const;  

virtual string Comment() const { return m_strComment; }; virtual double Charge() 

const { return m_nCharge; }; virtual double Weight() const { return m_dWeight; }; 

virtual int Phase () const { return m_enumPhase; }; virtual double Entropy(double 

dT) const; virtual double Enthalpy(double dT) const; vi rtual double HeatCapacity 

(double dT) const;' 

protected: 

CChemkinSpecieLite() {}; 

CChemkinSpecieLite(const CChemkinSpecieLiteS); 

}; 

class CChemkinSpecie : public CChemkinSpecieLite { 
public: 

virtual -CChemkinSpecie() {}; 

static int Estimate(istreamS in, ostream* pLog); 

static CSpecie* Create(istream& in, UINT& nError, ostream* pLog); static const strings ID() { 

return m_strID; }; 

virtual double Entropy(double dT) const; virtual double 

Enthalpy(double dT) const; virtual double 

HeatCapacity(double dT) const; 

protected: 

CChemkinSpecie() {}; 

CChemkinSpecie(const CChemkinSpecieS) ; 

}; 

The difference between classes CChemkinSpecieLite and CChemkinSpecie is that first one supports species 

with one temperature interval and second inherits one temperature interval implementation and supports 

additional temperature interval [1]. Implementation of both classes has been optimized to achieve high speed of 

properties calculation. 

To make any class derived from CFactory work one should register it. For example, for CChemkinSpecie 

class it may look as follows: 

CFactory::Register(CChemkinSpecie::Estimate, CChemkinSpecie::Create, CChemkinSpecie::ID);  



ЛИ internal classes register automatically at program startup. Note that user does not need to recompile whole 

library to make it work with external user-deftner object types. 

After registration of a class user can create objects of that type by making call to Create function of 

CSpecie class. Example of user code is shown here: 

ifstream stream("input.dat"); 

vector<CSpecie*> species; while 

(stream.good()) { 

if (CSpecie* pSpecie = CSpecie::Create(stream, nError)) 

species.push_back(pSpecie); 

else 

break; 
) 

for (i=0; i<species.size (); i++) { 

cout « "H298(" « species[i]->Name() << ") = "; cout 
« species[i]->Enthalpy(298) « endl; 

} 

If input file contains supported species descriptions vector species will be populated by pointers to 

objects that implement corresponding species behavior. Then user can loop though all species in vector and 

obtain any property described in CSpecie interface by the same way independently of real type of the specie 

object. 

The same idea was implemented for calculations of transport properties and reactions rate constants.  

Conclusion 

New approach to gas phase chemical kinetics modeling has bee shown. Chemical kinetics class library 

has been developed and implemented in C++ programming language. 
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Introduction 

It is known from numerous literatures that under a certain conditions chemi-ionization processes 

can noticeably ionize a flame. This article is intended to investigate ions formation in stoichiometric 

methane/air premixed laminar flame. This work is the continuation of the work presented in [1], Contrary 

to that work, present investigations are based on detailed chemical kinetics of neutral and charged particles 

interactions. 

Model description 

Kinetics of neutral species transformation has been taken from [2], while kinetics of excited CH 

and charged species has been taken from [3]. Two kinetic mechanisms have been prepared in CHEMKIN 

format [4] to make use of previously developed software for kinetics investigation that supports the 

format: first includes only neutral species transformations while second contains first one and extends it by 

charged species kinetics. 

Contrary to [2] we used another rate constant for methyl radicals recombination reaction which 

provides better fit to experimental data. The constant has been set according to [5] and Troe form [6] of 

pressure dependence has been declared using the following coefficients: 

 
Neutral species thermodynamic data has been taken from NASA database [7]. Data on 

thermodynamic properties of charged species has been taken mainly from [7,8]. Data on the rest species 

properties has been compiled using electron affinity and ionization potentials and principle of similarity.  

Developed kinetic mechanisms have been tested against [2, 3] and have shown good agreement 

with theoretical and experimental data. 

There is lack of data on transport properties of charged species in literature. Moreover, developed 

mathematical model does not take into account ambipolar character of charged species diffusion, which 

has significant influence on species transport when charged species concentrations are high enough. It is 

known flame under consideration to be the case. Therefore, the following technique of calculation of 

charged species fraction evolution in time has been used. First, we assume that presence of ions and 

electrons does not significantly change thermal regime of premixed laminar flame and calculate spatial 

profiles of temperature and gas velocity in the flame using kinetic mechanism without charged species. 

Then, calculated spatial temperature profile is recalculated to time-dependent temperature profile. At final 

stage the time evolution of temperature change is used for integration of 0D chemical reactor using second 

chemical mechanism, which contains charged particles kinetics. 
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Fig. 1 shows the time evolution of charged species in premixed stoichiometric methane/air 

laminar flame at 10 aim pressure. It is seen that H30
+
 ions and electrons are dominant species in flame 

front “located” right before 0.005 s. Then electrons concentration decreases a bit lower than CO3' ions 

concentration and NO3
-
 ions appear in almost the same amount as H3O

+
. 

 

Fig. 1. Evolution of charged species mole fraction in time 

One can conclude that H3O
+
 is the main positive ion in stoichiometric methane/air laminar 

flame at 10 atm pressure. Electrons dominate among negative species in flame front while NO3
- 
- behind 

flame front. 
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Fig. 1. Typical parameters of the device: 2rt1 = 8 mm, 2rt2 = 12 mm, 2rt3=16 mm, 2rt4 = 18 

mm, 2rwg = 20 mm, 2rmt=52 mm, hwg=20 mm, εpt=9.5, εliq=2, εct=3.6 

Formulation of the model 

The actual field in the waveguide is a superposition of incident and reflected waves with a 

maximum electric field in the centre of the tube, such pattern has a definite symmetry (two planes). In 

order to simplify computational procedure the following assumptions in 
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Description of steady microwave discharge in dielectric tube through-passing the waveguide is 

presented. Such discharges are applied at synthesis of ultra dispersed powders [1], elearing of noble gases 

[2] and neutralization of industrial wastes, which is in a focus of the present investigation. Therefore 

nitrogen of atmospheric pressure with small additives (O2, SF6) is considered as a working medium. To 

the present time the experimental researches of such discharges using spectroscopic methods of 

diagnostic [3] are conducted. It was shown, that the conditions in microwave discharge of atmospheric 

pressure essentially differ that were observed at underpressures. The discharge is essentially contracted to 

tube axis. 

We don‟t know numerical investigations of steady microwave discharges of atmospheric 

pressure. In a fig. 1 the sketch of discharge device used at simulation is shown. 
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model is assumed. Electromagnetic field in unit coupling the waveguide with plasma tube is azimuthal-

symmetrical represented by superposition of concurrent and diverging cylindrical waves. Such field is 

described by wave equation: 

where r  and z are radial and axial coordinates accordingly, H = Hv  is azimuthal component of magnetic 

density, is circular frequency, c0 is speed of light in vacuum, e  is 

complex index of relative inductivity. 

The tangential components of an electrical field are equal to zero on metallic surfaces. On borders 

dielectric - dielectric the tangential components of electrical field are , 

and normal are connected by condition The conditions of radiation absorption 

[4] are used on face planes to the right and to the left. Analytical solution of wave equation on large 

spacing intervals from axis is used as boundary conditions in the waveguide. The amplitude of such 

solution is set outgoing from fixed value of absorbed power. 

The inductivity of plasma can be calculated using cumulative distribution function of electrons 

on energies  

where is energy of electron, is plasma frequency, is collision frequency of 

electron with atoms and molecules. 

The function can be determined from the solution of Boltzman equation for 

electrons [6]. The values of collision cross-section of electrons with nitrogen molecule are 

similar to [7]. 

The calculations of the fields conducted using value of E determined' by methods 

described above have shown, that the field intensity in discharge is insufficient to ensure 

effective reactions of ionization by collision. Due to high temperature the nitrogen in 

discharge is substantially dissociated and can effectively flow past reactions of associative 

ionization including of atoms of nitrogen and oxygen basically and exited metastable states. 

The list of reactions taken into account is shown in [8]. 

The conservation equation of energy is written as 
 

where H is enthalpy of specific volume of gas, q  is density if heat flux due to heat 

conduction and diffusion, S
MW

 is energy flux due to microwave radiation, S
rad

 energy flux 

due to own radiation of plasma. 

 

where λ is thermal conductivity of gas, Jk  is diffusive flows a component, hk(T)  is enthalpy of a 

component recalculated for one particle. 

 

 



Component conservation equation is written as 

 

where ωκ is total local generation of a component by all reactions, where this component is appeared or 

consumed. 

Molecular transfer is occurred dominant in radial direction. However, it is necessary to take into 

account and molecular transfer in axial direction too, as such processes provide steady regime of 

discharge in the field of plasma generation. Nevertheless it is possible to neglect convective transfer in 

radial direction. 

The diffusion of the components is calculated in approach of binary diffusion. Anibipolar 

approach is used for the description of diffusion of electrons and ions. 

As the absorption of electromagnetic energy is possible only at a definite level of gas Ionisation, 

in a discharge tube with gas pumping there should be a physical mechanism of energy transfer and 

generation of ionization towards to flow. The analysis of diffusive mechanisms of transfer demonstrates, 

that they are too gentle and can give only small contribution to counter transfer of energy. In considered 

conditions most probably such energy transfer could be explained by radiation of plasma in vacuum area 

of a spectrum. 

Generation of photons able to initiate photoionization and photodissociation can be caused by the 

following processes: 1) photorecombination of atomic and molecular ions with electrons; 2) radiation 

association of atoms; 3) radiation of molecules exited by electronic impact in the systems of singlet 

bands; 4) ruled radiation of atoms. 

The rate of photochemical reaction M + Photon -> Products is determined by the following 

expression 

where ε0 is threshold energy, is cross-section of the process. The value Uε/c has 

physical meaning equal to number of photons in specific volume. The method of spherical harmonics [9] 

is used to calculate radiation field 

Photoionization of molecules and oxygen atoms, monoxides of nitrogen and metastable atoms of 

nitrogen are taken into account among the processes of absorption in plasma. The cross-sections of these 

processes are taken from [9] - [11], The most probable source of radiation is the transitions from high 

singlet levels of nitrogen molecule. 
Simulation results 

In the calculations conducted at low intensity of ultraviolet radiation of discharge, which is 

insufficient to increase an electron concentration in incident gas up to values required for its heating by 

microwave field, the “blowing-out of discharge” takes place, i.e. discharge quenching. In conditions of 

actual experiment there is no any quenching. It means, that there are the mechanisms of ionization 

stabilizing discharge. 

Artificial source of radiation is used to obtain steady solution.The assumption about existence of some 

unknown process in spectral range described by 

reactions is made. Relation determining the rate constant of this 

reaction has the following form Activation temperature Ta is 

varied within the limits of 75000 - 100000 K. Besides it is assumed, that there is process 

bound with this radiation, i.e. fluorescence. The influence of a fluorescence 

on radiation transfer results in increase of an effective path of quantum in a gas up to collision of this one 

with tube wall. The fluorescence results in increase of absorption 

 



probability of radiation by a molecule or atom of oxygen with the subsequent ionization. The cross-section 

of fluorescence is set equal to 10
-16

 cm
2
. 

It is determined, that the value of activation temperature Ta = 80000K gives reasonable values of plasma 

parameters and reflection coefficient The results of 

calculations with such Ta are shown in Fig.2-6. 

 

Fig. 2. Distribution of gas temperature in discharge 

 

Fig. 3. Distribution of electronic temperature in discharge 

 

Fig. 4. Distribution of electronic density in discharge 

 

Fig. 5. Distribution of density of photons in discharge for spectral range  

The influence of variations of flow rate and oxygen concentration on temperature of plasma is 

shown in Fig. 6. It is clear, that at z=2 cm the decrease of oxygen content in a working mixture results in 

increase of gas temperature. 



Fig. 6. Example of radial distribution of gas 

temperature in plasma tube. 

 

In all conducted variants of calculations the value remains permissible. Total 

power of artificial radiation source in presented variant of calculation is about 100 W that corresponds to 

the radiation of5 -10
19

 photons per second. Local maximum power of rndlation source is equal to

 

The estimations of probable mechanisms generating radiation are conducted. 1) Excitation by 

direct electronic impact; 2) Stepwise excitation by electron impact; 3) Populating of a level at a 

recombination of excited atoms; 4) Inverse of predissociation; 5) Populating by recombination + electron 

impact; 6) Three-body recombination ion - electron - neutral. 

Unfortunately, all these mechanisms do not provide required level of ionizing radiation. Thus, the 

question about the nature of radiation ensuring stable regime of discharge remains open. 
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Section 3. Nonequilibrium processes in combustion 

TURBULENT FLAMES WITH REALISTICALLY LARGE DENSITY DROP  
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Abstract 

The increase in the velocity of premixed weakly turbulent flames of fmite thickness with realistic 

thermal expansion is studied using the rigorous analytical theory. It is shown how the flame velocity 

depends on: 

1) the flow parameters (the turbulent intensity, the turbulent spectrum, the length scale of the 

flow); 

2) the thermal and chemical properties of the burning matter (thermal expansion, the Marktein 

and Prandtl numbers, the temperature dependence of transport coefficients). 

It is demonstrated that influence of the finite flame thickness is especially strong close to the 

resonance point, when the wavelength of the turbulent harmonic is equal to the cut-off wavelength of the 

Darrieus-Landau instability. The velocity increase is almost independent of the Prandtl number. On the 

contrary, the Markstein number, which characterises flame response to curvature and stretch, is one of the 

most important parameters controlling the velocity increase. The relative role of the external turbulence 

and the Darrieus-Landau instability for the velocity increase is studied for different parameters of the 

flow and the burning matter. The velocity increase for turbulent flames in the methane and propane fuel 

mixtures is calculated for different values of the equivalence ratio. The present results are compared to 

the previous experiments on turbulent flames [1-3]. In order to perform the comparison, the theoretical 

results obtained are extrapolated to the case of a strongly corrugated flame front using the ideas of self-

similar flame dynamics [4-6]. It is demonstrated that the theoretical results of the present work are in a 

good agreement with the experimental data. 
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ASPECTS OF REVERSE-PROCESS WITH GAS-PHASE REACTION FOR METHANE 

OXIDATION 

V.S. BABKIN 

Institute of Chemical Kinetics and Combustion SB RAS, 
Novosibirsk, Russia 

There is under certain conditions the phenomenon of spontaneous energy concentration in 

chemical reaction zone of travelling thermal waves with exothermic reaction under reaction gas mixture 

filtration in porous media. Technological process, based on this phenomenon, is named reverse-process. 

It allows specifically to utilize low-calorific fuels, for example, venting gases of coal mines with 

methane concentration 0.5-1%. 

There are possible two principal schemes of reverse-process. The first one is with 

catalytic reaction and the other with homogeneous gas reaction. It is interesting in this connection to 

reveal advantages and disadvantages of these schemes, common and specific features of the processes. 

Marginal difference in equations, describing these related processes, allows us to assume the existence of 

some common features and, from the other hand, specifics in the schemes. Thus the conception of 

comparison of two schemes may be Informative and useful. 

In this connection qualitative theory of hybrid thermal wave is developed, combining two types 

of wave processes - travelling thermal waves in catalytic bed and combustion waves with gas reaction in 

inert porous medium. The theory is developed as applied to reverse-process with operating parameters in 

transition region. In this region surface and volume reactions proceed simultaneously. The theory allows 

us to analyze an influence of controlling parameters on main characteristics of thermal wave, to predict 

regime transitions, to study unsteady-state effects. It is shown that theoretical and experimental results 

are in a good agreement. 

Normal mode of reverse-process operating implies regular repetition of characteristics of 

temperature, concentration, and velocity fields. In other words, any disturbances, unsteady- state 

deviation in half-cycle of reverse-process have to be compensated in the following halfcycle. Otherwise 

one can expect failure of normal mode. In this connection the analysis of hydrodynamic, thermal-

diffusion and gravitational flame instability has been done under filtration combustion with 

homogeneous gas reaction. There was shown the principal possibility of such types of instability in 

experiments. The analysis of parameters, determining flame front instability, has been carried out. It is 

assumed that in reverse-process some types of instability are compensated at changing of flow direction. 

As far as instability of wave front with catalytic reaction is concerned, there is not enough data on this 

question. 

Optimal operating regimes of reverse-process depend on many factors. One of the most 

important among them is process thermal efficiency. It is determined by the value ∆T/∆Tad, were ∆Tad is 

adiabatic heating-up. The theory of filtration combustion shows that thermal efficiency at equality of 

heat capacity fluxes of solid and gas phases tends to infinity. Of course this situation is not real, for 

example due to heat losses. It is darkly for the time present what is the reality at parameter values 

tending to the critical condition. Experiment shows that the combustion wave structure can change in 

these conditions. 

In frame of conception of comparison of two reverse-process schemes it is interesting to 

compare global kinetic parameters for catalytic and homogeneous gas reactions. These parameters 

determine which of two schemes takes place in practice. The comparison of methane oxidation rates in 

catalytic and homogeneous gas reaction shows that rates are 



comparable at temperature close to 1000 K. At the same time appreciable scatter of date on global kinetic 

parameters for homogeneous gas reaction was displayed in data of different authors. Data analysis shows 

that the scatter of data is due to not only by error of measurement, but mainly by changing of global 

kinetic parameters at reaction path changing. In particular if initial temperature changes proportional to 

the distance (the model of reverse- process), then ignition temperature increases and ignition delay 

decreases at temperature gradient rise. The same tendency is observed under increasing of gas mixture 

flow rate. In other words, methane oxidation rates, determined for the same methane oxidation 

mechanism, with different temperature increasing ways, are different. 

Taking into account this circumstance, values of global kinetic parameters were selected from the 

array of literature data based on the principle of maximum variety of chemical reaction conditions. 

Among them are isothermal and nonisothermal (with temperature gradient) conditions, conditions close 

to reverse-process (inverse problem of propagation of filtration combustion wave), laminar and turbulent 

flame conditions and others. As a result of such selection there was obtained the following expression for 

methane oxidation rate in a range of methane concentration 0.5-1.5 % and temperature range 800- 

2000K: 

 
The work was partially supported by EC Commission within the Programs INCO Copernicus - 2 

(contract ICA-2-CT-2000-10035) and RFBR (Grant N 03.03.32357). 
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CREATION OF THE ALTERNATIVE LIQUID FUEL FOR THE INTERNAL 

COMBUSTION ENGINE USING THE HYDRODINAMIC CAVITATION 
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Abstract 

Fuel mixtures on the base of petrol and methanol are extensively used at present time. Sueh fuel 

has high knock-sedative properties for intemal-combustion engines. Fuel mixtures allow to decrease the 

content of harmful substances of vehicle exhaust gas. Because of low spirit combustion temperature per 

unit of consumed energy the volume of nitric oxide is 

decreased leased. The improvement of spirit mixtures combustion (combustion fullness) allows 

decreasing the ejection of CO and CH*. The ejections of toxic aromatic hydrocarbons are reduced ten 

times more in comparison with using the traditional gasoline. 

The theoretical and experimental studies of homogenization of liquid-liquid system (gasoline - 

methanol) are presented at this paper. This investigation is a very difficult task because a great many 

factors influencing on the homogenization process should be taken into account. 

Stability of mixture fuels on the base of gasoline and methanol is determined by the component 

mixing quality to a considerable degree. Gasoline and methanol are unstable and segregate into the 

components during the time. Segregation rapidity varies depending on temperature and storage time. The 

mixture segregates into the gasoline and methanol under the typical mixing at positive temperature. For 

example the mixture segregates during a few days at +10 °C and a few hours at - 20 °C. 

The unintentional water additive is another important factor influencing on gasoline - methanol 

mixture stability. The unintentional water additive is inevitable under the vehicle exploitation.  

Different chemical additives are added to the fuel mixture to increase the stability. Frequently 

these additives are injurious to the fuel quality and increase the engine wear.  

However the fuel stability can be increased without introduction of additional chemical 

additives. The necessary methanol - gasoline fuel stability can be obtained by increasing the 

homogenization level. The component mixing intensification at the molecular level allows fulfilling this 

task. The mixing of gases at the molecular level is not difficult task at practice. A certain difficulty exists 

under the liquid mixing at the molecular level. It is very arduous to get the fine homogeneity of gasoline 

- methanol mixture because the spirit molecules combine into a robust system as a result of high polarity. 

Experiment 

The main idea of proposed method is the mixing of methanol and gasoline is conducted at steam 

and gas phases achieved at the hydrodynamic cavitation regime [1,2]. For this purpose the premix is 

accelerated to achieve the steam pressure. 

The experimental equipment was built for mixing of gasoline and methanol. The experimental 

equipment consists of: the components and product (fuel mixture) tanks, high- pressure pump, 

cavitational module, controlling and monitoring system. 

Cavitational module is the main assembly of experimental equipment. The mixture components 

transform to gas-vapour phase at the cavity pocket. The main gasoline and methanol mixing occurs at 

this cavity pocket. To intensify mixing it is necessary to increase 



the mixing component residence time at the cavity pocket. The various hydrodynamic mixing regimes and 

geometrical forms of divergent part of cavitational module were studied experimentally. Various 

cavitational module behavior regimes are presented at Fig.l. 

 

Fig. 1. Images of fluid flow in cavitational module channel 

The high stability gasoline-methanol mixtures were obtained as a result of experimental study. 

The low-octane gasoline with methanol additives in volume terms from 15% to 20% was used for 

production of high-octane fuel. Premixing methanol and gasoline was delivered to cavitational module 

for single-stage treatment. The independent analysts shows the produced fuels are almost corresponding 

to the gasoline types of “regular” and “premium”. 

Conclusion 

The creation of cavitational regime is not difficult task. Thereto it is enough to accelerate the 

flow with a high velocity. The main problem is the detailed elaboration of cavitational module geometry 

in flow widening zone. It is very important to take into consideration the hydrodynamics properties of 

flow as well as physical properties of agitated liquids. The task is to organize and operate the cavitational 

pocket behavior. 

Suggested technology allows to produce the high- homogeneous fuel mixtures which are able to 

keep the original homogeneity level and correspond to technical conditions during all the exploitation 

time. 
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CATALYTIC REACTOR FOR METHANE PARTIAL OXIDATION OF REVERSE-GAS 

FLOW OPERATING 
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The work is devoted to development of the original design of partial methane oxidation reactor, 

which operates in regime of periodical reverse-gas flow direction. The major task was to realize reactor‟s 

stable operation at atmospheric and higher pressures. Optimization of operation condition and parameters 

of the reactor was carried out to obtain maximal hydrogen yield. 

Experimental setup 

To perform experiments at normal and higher pressure, reaction mixture preparation system was 

equipped with TYLAN flow controllers, which allowed operating at the pressure till 10 bar. The scheme 

of the experimental setup is presented on Fig. 1. It is the last of three designs where the length of the 

casing was reduced to 250 mm to minimized free spaces between the porous operating medium of the 

reactor and inlet flanges. For comparison two previous generations of converters were 700 and 360 mm 

long. Size optimization allowed reducing length, to switch pressures over and to decrease the time of 

reactor heating, preserving same productivity. Improvement of the porous medium of the reactor was 

directed 

to stabilize the location of heat generation zone on the edge of the catalytic layer. According 

to our estimates, under the conditions realized in the reactor the time of reactants‟ heating and products‟ 

hardening constitutes some hundredth fractions of a second even at 10 atm and does not exceed induction 

time of methane oxidation reaction. Heat released during surface methane combustion is quickly spent 

on catalytic methane-to-hydrogen conversion; therefore, the temperature all over the reactor does not 

exceed 900°C. Such relatively low temperatures do not make excessive requirements to structural 

materials and guarantee long-term reactor‟s service life. 

According to thermodynamic calculations made in our laboratory, to obtain 95% methane-to-

hydrogen conversion at atmospheric pressure, 750 °C is enough, whereas at 10 bar the required 

temperature approaches 1000°C. Such high temperature requires more heat-resistant nickel catalyst. All 

experiments describe below were made on the reactors with inert bed of quartz and a porous layer of 

nickel catalyst on alumina substrate. 

Major results of experiments 

Reactor‟s operation is defined by the properties and geometry of the working medium, reaction 

mixture flow rate and composition. The most important characteristic for the user is a yield of the target 

reaction product, i.e. hydrogen. The fact that the converter does not require external energy supply is an 

important feature and one of advantages of the design used. This ensures beneficial economical 

characteristics and quick regime setting. On the other hand, there is no opportunity to directly control 

working medium temperature distribution and, hence, methane conversion level. During operation, one 

may say, a self-consistent regime is set, what define hydrogen yield. 

An experimentalist can obtain only those parameters that indirectly influence the efficiency of 

converter‟s operation. These parameters are specific flow rate of reaction 



mixture, its composition and geometrical characteristics of the layers of reactor‟s working medium. The 

work aim is to study the effect of these parameters to obtain maximal hydrogen yield at stable operation 

modes not accompanied by soot deposition. 

 

Fig. 1. Experimental setup: 1 - methane bottle, 2 - pressurized air from the line, 

3 - gas pressure regulator with shutoff valve, 4 - sulfur absorbent, 5 - TYLAN 2900 series 

flow controllers, 6 - magnetic valve, 7 - water cooler, 8 - reactor, 

9 - ignition unit, 10 - condensate collector, 11 - pressure control valve, 12 - bypass valve to 

supply input mixture to chromatograph, 13 - filter, 14 - membrane micro compressor, 15 - 

chromatograph, 16 - reaction product outlet 

a) Selection of inert layer parameters 

Conversion efficiency growth with the inert layer elongation is obvious. But, unfortunately, at 

the given specific flow rate there is a limitation for such temperature growth shown in Fig. 2. 

The figure shows the sequence of the temperature profiles in the reactor with the inert layers of 

80 mm, operating at 10 atm and 0.26 kg/m
2
·s specific flow rate. The profiles are given starting from 

switching-over of reaction mixture flow direction with 10-second interval. The figure shows the 

formation of reaction zone in the inert layer. Temperature growth is possible only to the ignition 

temperature in noncatalytic layer. 

b) Effect of specific flow rate of reaction mixture 

Growth of specific power with the increase of the flow rate through the reactor similarly as inert 

layers‟ length growth augments process temperature and conversion degree 

a. Effect of flow rate at 10 atm is shown in Fig. 3. Heat losses from the reactor‟s porous body increases 

with specific flow rate growth, but slower than specific power. Excessive flow rate 



growth to 5 nm
3
/hr, in case of our reactor, results in ignition temperature outside catalytic zone, 

Inadmissibility of this situation is mentioned above. 

Fig. 3. Effect of reaction mixture flow rate on conversion degree for different 

thickness of inert layers 

Fig. 2. Shift of the ignition point into inert layer. Ignition zone is marked by red arrow. Inert 

layer length - 80 mm, pressure - 10 bar, gas mixture flow rate - 3 m
3
/hr 

 

 



The most important result achieved at present is a stable hybrid reactor‟s operation at the 

pressure of 10 atm. And it is mote important that methane-to-hydrogen conversion was not accompanied 

by prominent soot deposition, which was ensured by the reaction without reaction mixture overheating 

and high rate of reactants‟ heating and products‟ hardening in the used design of the reactor.  

The mechanism proposed by the executors to stabilize the location of heat generation zone 

proved its efficiency due to fractional void volume jump at the boundary of two layers at simultaneous 

jump of the energy of surface reaction activation. This allowed achieving stable operation at the required 

operating pressure. 

The temperature required to convert methane to hydrogen does not exceed 900°C for the given 

reactor. Such temperature is admissible for the available nickel catalyst on alumina substrate and does not 

represent a danger to available structural materials. Thus, long working capacity of methane converters 

designed, as hybrid reverse-flow reactor has no doubts. 

Geometrical parameters of reactor‟s porous medium uniquely ensure optimal working mixture 

flow rate through the reactor. Thus, reactor‟s efficiency can be controlled only due to on-off time ratio of 

regularly discontinued flux of the reaction mixture. During temporary shutdown of the reactor its working 

medium cools with typical time of some hours. The time of setting temperature profiles is units of 

seconds. Thus, we believe that reactor‟s efficiency can be controlled during its supply with reaction 

mixture flux as a sequence of pulses with instantaneous flow rate equal to optimal one at the given 

reactor geometry. Simple set of electromagnetic valves will allow to alter average flow rate due to on-off 

time ratio and inevitable pulsations can be smoothed by using receiver of the required volume at the 

reactor‟s outlet. 
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Introduction 

Fig.l. Scheme of the considered physical problem 

The study of combustion waves during the 

filtration of lean methane - air mixtures in inert 

porous media is carried out using the two - 

temperature approximation in a semi - infinite 

canal. The analytical solution is built in three 

different regions, the pre - heating region, the 

reaction region and the region occupied by the 

combustion products. Analytical expressions 

predicting the temperature and methane mass 

fraction profiles in the wave, as well as the 

combustion wave velocity and the longitudinal 

extension of the reaction region, and the ignition 

temperature of the mixture in the porous media are 

derived. The results obtained are confirmed by 

numerical calculations. 

Modeling of premixed combustion on inert porous media 

The physical situation for which the mathematical model is built is the following (see  

Fig. 1). It is assumed that: 

• the semi-infinite porous canal is made up of 5.6 mm diameter alumina spheres forming an e = 0.4 

porosity between particles. Other physical properties of the material are: specific heat

mass density , the effective thermal conductivity 

where the combined effects of gas and solid conductivity is  

considered. 

• The previously pre-mixed methane-air gas enters through section 2 = 0 with excess air equal to

and initial temperature T0 and gas speed ug. In addition, the mass density of the gas 

is and the specific heat is The thermal conductivity of 

the porous media is considered to be large relative to that of the gas mixture. 

• The flow is one-dimensional; the gas is uncompressible and obeys the perfect gas law. For the 

species diffusivity, we assume that the molecular Lewis number is unity: 
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• The heat transfer between the system and the environment occurs only through the porous media by 

natural convection and thermal radiation, and the effective coefficient for heat exchange with the 

surroundings is found from the next energy balance 

applied to a cylindrical control volume of diameter D and length dx: 

where ε' = 0.45 is an emissivity of the solid spheres, ε" = 0.38 is a transmissivity factor for the quartz glass 

tube, is heat transfer coefficient and a is Stefan-Boltzmann 

constant. 

• The combustion of the mixture is described by means of the global chemical reaction in a single step:

 

where φ represents the proportion of excess air in the reactant streams at the inlet to the system. The 

reaction rate is considered to obey the first-order Arrhenius equation with the activation energy Ea/R0= 

15643.8 K and the pre-exponential factor K = 2.6-10
8
 s

-1
. 

• The packed bed will be essentially an optically thick region around the high temperature zone and the 

radiation conductivity was included in the effective thermal conductivity of the porous media with the 

particle diameter dp[ 1]: 

(6) 

• The reaction region thickness is defined here as the distance in the canal between the section where the 

temperature is equal to the ignition temperature and the section where the methane mass fraction equals 

1/1000 of its maximum. 

Using the preceding work assumptions, the energy equations for both the gas and particulate phases, as 

well as the continuity equations for the chemical species and the mixture are formulated, respectively, as 

 

• The energy exchange between the solid and the gas is proportional to the local temperature difference. 

The fluid-to-solid volumetric convective heat transfer coefficient is expressed in the form suggested 

by Wakao and Kaguey: 

 

 



where Tg,Tt are the solid and gas temperatures, (Cp)g,(Cp)stheir heat capacities, ug the gas velocity, a the 

interfacial heat exchange coefficient, βv the effective coefficient for heat losses from the system, T0 the 

ambient temperature, the heat content of the reactive mixture, w 

the mass fraction of fuel, e the porosity. The density p was calculated for a mixture of perfect gas using the 

ideal - gas law: 

In the paper there‟s the purpose of building the temperature T(t,z) and methane gas mass fraction 

w(t,z) profiles as well as the reaction zone movement speed values UFC and the width of the reaction region,

 

Analytical method of solution 

 

Fig. 2. Three representative regions of the system according to the work‟s hypothesis 

In addition to the previous assumptions, the followings take place here. The thermodynamic 

pressure in the system is uniform and equals the reference pressure Po. All the physical properties of solid 

and gas are assumed to be homogeneous and constant. The radiative heat transport is neglected and the 

hydrodynamic velocity is uniform and equals the reference value uo. 

Before integrating the three differential equations (7) - (9), there is a shift to the reference system which 

moves together with the combustion wave: Then it is 

 

 

 

The following initial and boundary conditions are imposed on the solution: 



assumed that the diffusion term in the equation (9) is considerable only in the small reaction region:

 

The results formulae are: 

To obtain the analytical prediction for the dimensionless combustion wave velocity UFC from 

equation (15), the ignition temperature Tig must be defined. The former may be estimated by considering 

the temperature evolution of a gas element moving through the heated porous media in a self-sustaining 

combustion wave. Assuming a moderate interfacial heat exchange coefficient and the reaction (fuel 

consumption) is almost completed in the distance of the order of the porous size the temperature increase 

for the gas element may be treated as a thermal explosion. Thus, one can directly apply the corresponding 

theory of Frank - Kamenetzki [2] with the correction for fuel consumption and derive an approximation for 

the ignition temperature Tig in the following implicit form [3]: 

Numerical solution 

To support and to test the analytical solutions obtained here, a computational procedure was 

performed using a full set of the basic ecuations (1) - (14). These were calculated using the implicit finite 

difference discretization of the ecuations (7)-(9) and the Tree-Diagonal Matrix Algoritm (TDMA). The 

time step s and 800 grid points are used for 

numerical calculations. 

Fig. 3. a)Temperature profiles of the two-temperature analytical solution: cp=4.88, ug=0.43 m/s, Tig=l 150 

K, Ufc=1.5E-04 m/s. b)Temperature profiles of the two-temperature numerical solution: φ= 4.88, ug=0.43 

m/s, Tig=1150 K, time interval 5 min between adjacent peaks 

 

 

 



With respect to the strongly nonlinear source terms in the governing equations, one must careful 

attention to dealing with these terms in the numerical computations; otherwise,  numerical computation 

may lead to unreasonable results. In this work, the 

nonlinear terms in the energy and species equations were linearized by means of a development in series 

of Taylor. To invoke combustion of the fuel, the artificial ignition 

temperature calculated by means of the ecuation (16) and few centimeters in length was set in the solid 

phase of the first region for the first one or two time steps. In figures 3 and 4 the analytical solution 

obtained in this paper is compared to the numerical solution built in same paper. Many coincidences 

between the compared cases are observed in the figures. Apart from that, the maximum temperatures 

reached at the combustion front according to our solution are found within the maximum temperature 

values of the gas and solid in numerical 

solution. 

Conclusions 

The theoretical study of gas combustion in inert porous media concluded with the analytical 

construction of a series of simple algebraic formulas, which represents the methane mass fraction and 

temperature profiles in a semi-infinite inert porous media. Also, simple formulas were built, which allow 

the prediction of the combustion wave velocity in the system and the thickness of the reaction region. Six 

dimensionless parameters define heat and mass transport in mathematical model. The analytical solution 

satisfactorily coincides with numerical solution in finite difference of the complete model (1)-(14). In the 

study it is shown that the reaction region is not infinitely thin, as it is usually considered. It is developed 

an analytical formula, which predicts the thickness of combustion region. Consequently, the results of 

this research can be used in the analysis of combustion waves in porous media for technical applications.  
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PROPERTIES OF FILTRATION COMBUSTION WAVES OF RICH AIR-METHANE 

MIXTURES 

YU.M. DMITRENKO, R.A. KLEVAN, V.G. MINKINA, S.A. ZDANOK A.V. Luikov Heat and Mass 

Transfer Institute of NAS of Belarus 

Introduction 

A need for compact and efficient hydrogen production technologies for fuel cell power plants 

stimulates studies in hydrocarbon reforming. Natural gas or methane is attractive primary fuel of choice for 

fuel cells [1]. Among currently available methods of converting natural gas into hydrogen are catalytic or 

non-catalytic steam reforming, pyrolysis and partial oxidation. In the case of partial oxidation of methane 

the main conversion products are hydrogen, carbon monoxide, carbon dioxide, methane and water: 

 
The product composition is strongly dependent on process conditions, the temperature being the 

first. Though the process of partial methane oxidation is exothermic, the thermal effect of reaction is 

insufficient for self-sustained non-catalytic process. In large-scale industrial plants external heating of 

reaction zone up to 1500°C is used. The main drawbacks of existing industrial technologies for partial 

oxidation are intensive soot formation and low conversion efficiency. Recent studies [2-7] demonstrate, 

that filtration combustion wave propagating in inert porous media can provide reasonably high conversion 

of gas fuel into hydrogen without external heating and soot formation. In this approach the so- called 

“super adiabatic effect” of filtration combustion wave is used. This property is due to the internally self-

organized process of heat recuperation between incoming fuel gas mixture and solid porous media. 

Our previous studies [3-5] of methane to hydrogen conversion were made only for a fixed 

equivalence ratio of fuel mixture γ=4. It was found that at fixed y the maximal wave temperature increases 

with specific flow rate of air-methane mixture g (g is a flow rate per unit of cross section area). Maximal 

wave temperature strongly effects on methane conversion efficiency. Unfortunately, the rate of temperature 

growth gradually drops as g increases. In our earlier experiments maximal temperature was about 1350 °C. 

Further temperature increase can be achieved by lowering of equivalence ratio. 

The main goal of present study is to extend the range of equivalence ratio and specific flow rate to 

explore optimal operating mode for methane to hydrogen conversion by its partial oxidation in filtration 

combustion wave propagating in inert porous media. Another goal is to improve the model of numerical 

simulation of combustion wave using experimental data. Now we have enough evidence to suspect that 

well known kinetic patterns of A.Konnov, GRI, Miller-Bowman, Frenklach, Wamatz are not quite 

adequate in the case of partial oxidation. It was demonstrated by our earlier experiments were a 

considerable discrepancy of experimental and predicted data both on maximum temperature, and on 

conversion products composition was found. One of the probable reasons of this discrepancy is effect of 

heterogeneous reactions on a surface of packed bed particles. 

Experimental setup 

The experimental setup consists of porous media combustion reactor, reactor preheat unit, gas flow 

rate control equipment, temperature measurement system, gas chromatograph and data acquisition systems. 

A scheme of experimental setup is shown in Fig.l. 
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The reactor case is a flanged stainless steel tube with 140 mm outer diameter and 6- mm wall 

thickness. The reaction zone is filled with randomly packed bed of 5-6 mm alumina spheres. The space 

around packed bed is filled with pressed Kaowool insulation. Gas filtration through insulation layer is 

negligible due to its extremely low permeability. Preheat burner is used to preheat the porous medium prior 

to start the combustion of air-methane mixture. The unit is a small porous media burner using methane/air 

mixture as a fuel and ignited by a spark plug. 

The air is taken from the high-pressure line, while methane was taken from the standard 50-liter 

high-pressure cylinder. Flow rates of fuel components are controlled by needle valves and measured by 

mass flow controllers. Laboratory ventilation system is used to remove the exhaust gas out of the room. 

The axial temperature distribution in the porous medium reactor is measured with an array of six 

S-type (Pt-10%Rh/ Pt) thermocouples in ceramic shell with exposed junction. A PC based data acquisition 

system was employed to read and record the temperatures at regular intervals. 

Chemical composition of reaction products was measured using modified Chrom-4 Gas 

Chromatograph. Digital signal processing was performed with A/D Converter based on Analog Devices 

AD7289 chip. The best component separation were achieved with two 3m long 1/8” in diameter columns 

filled with molecular sieve CaA and Poropack Q. Argon was used carrier gas. 

Results 

Present study show that efficiency of methane to hydrogen conversion in superadiabatic 

combustion wave is directly related with maximal reactor temperature. This temperature is a function of 

specific flow rate g and equivalence ratio γ and is given in Fig. 2. For all values of y a tendency of Tra 

growth with g is clearly seen, especially for g < 0.6. This tendency completely agrees with our previous 

experimental and numerical simulation results for γ = 4 [3]. 

 
 

Fig. 2. The effect of equivalence ratio and mass Fig. 3. H2 concentration in products flow rate on 

maximal temperature 

Output concentrations of hydrogen also increases with g as shown in Fig. 3. However, this growth 

is insignificant. The most sensitive parameters of conversion efficiency are concentration of residual 

methane in reaction products and methane-to-hydrogen conversion 



railo where - hydrogen and nitrogen output concentrations, 

nitrogen and methane input concentrations. These parameters are given in Fig. 4 

and 5 respectively. As maximal reactor temperature increases, residual methane concentration while 

methane-to-hydrogen conversion ratio increases. 

 
 

Fig. 4. CH4 concentration in products Fig. 5. CH4 to H2 conversion efficiency 

Conclusion 

Partial oxidation of methane can be performed in filtration combustion wave propagating in inert 

porous medium. The most efficient conversion process seems to be for γ=2,8 - 3. The maximal 

methane to hydrogen conversion efficiency is about 63%. No rvldence of soot formation was 

observed. This is a one of the most attractive features of the 

process. 
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NUMERICAL MODELING OF DETONATION PROCESSES IN HYDROGEN-AIR 

MIXTURES 

V.YU. GIDASPOV, I.E. IVANOV, I.A. KRYUKOV, V.YU. STRELTSOV 

Moscow aviation institute (State technical university) 

Study of burning waves and detonation distribution in reacting media is of significant interest 

from the point of view of explosion safety for industrial buildings, experimental installations, starting 

complexes, etc. Inflammable mixture, and in particular hydrogen-air, can appear as a result of hydrogen 

leak in reactor chamber of the atomic power station, in the rocket and aviation engines using hydrogen 

as fuel and many other cases. 

In the paper three problems are considered: 

- study of unsteady reacting flows of hydrogen-oxygen gas mixture in a nozzle - limited supersonic jet 

- Hartman resonator configuration; 

- numerical simulation of interaction of gas dynamic structures formed by spherical explosion in 

reacting gas mixtures with a conic cavity; 

investigation of dispersed water droplets effect on ignition and detonation of hydrogen- air mixture. 

As mathematical model system of Euler equations for chemically reacting gas mixture is used 

(for the first two problems - 2D non-steady gas dynamics equations, for the third one 

- ID non-steady equations). In order to close the corresponding system of equations, the submodels of 

thermodynamics and gaseous chemical kinetics are used. For the case of two- phase flows the submodels 

of droplet drag and heat and mass transfer [1,2] are used in addition. Corresponding initial and boundary 

conditions are used as well [3-5]. 

2D non-steady Euler's equations were solved with the help of quasimonotonic Godunov‟s conservative 

high order scheme [4]. For ID non-stationary equations solution the grid method of characteristic with 

obvious allocation of strong and weak discontinuities was used [1]. The equations of chemical kinetics 

and droplet drag and heat and mass transfer were solved with the aid of original numerical method 

specially developed for the solution of rigid systems [3]. 

For modeling chemical transformations of gaseous components, the detailed kinetic mechanism 

describing burning of hydrogen in air was used, which consisted of 19 reversible reactions and included 

9 components [6]. 

In Fig. 1, 2, the calculation results of reacting gas flow in a system “nozzle - limited supersonic jet - 

Hartman resonator” (Fig. 1) are presented. Calculation began from a ''nozzle start", as a result of which a 

shock wave was formed moving along an axis to the open end of resonator and further along the 

resonator up to a close end. The reflected from a close end shock wave moves through an open end and 

leaves resonator, thus forming an underpressure wave. Periodic movement of shock waves and 

underpressure waves along a resonator path defines an oscillatory mode of flow in a system “nozzle - 

Hartman resonator” that is accompanied under some conditions by heating of an inactive gas layer near a 

close end. In Fig. 2, one can see the readings of a temperature numerical gauge located in the middle of a 

resonator close end, for two cases: without chemical reactions and for nonequilibrium process. 



Fig. 2. Time dependence of gas temperature at a close end of the resonator 
a) Flow without taking into account chemical transformations, b) nonequilibrium flow 

Fig. 3 shows the initial distribution of spherical explosions in the hydrogen-oxygen mixture. 

Shock wave structure of the flow at some time instant to consists of a head shock wave (SW Fig. 3), the 

secondary, reflected from the coordinate center, shock wave (SW2), the contact discontinuity separating 

gaseous combustion products of solid explosive from products of combustion of hydrogen-oxygen 

mixture (CD), and the front of burning, which divides an area of high-temperature combustion products 

from an area of non-reacted hydrogen-oxygen mixture (FB). Inside the area it is placed a slightly 

truncated hollow cone equipped with pressure gauges P1, P2, P3, P4, P5, P6. 

Fig. 1 

In the assumption that no chemical reactions occur, the mixture composition remains constant, 

and averaged by the period temperature in resonator quickly grows, reaching values higher than 1700 K. 

Then “a heat failure” occurs [2] and an average temperature stabilizes (Fig, 2a). If chemical reactions 

occur in a gas mixture, heating gas behind a front of the reflected from a close end of the resonator shock 

wave up to the temperature of hydrogen- oxygen mixture ignition yields to the ignition of this mixtures 

(Fig. 2b). 

 

 

 

 



Fig. 4 shows temperature isolines corresponding to the time instant when the head shock wave 

has reflected from a close end of a tube, and the wave of burning is near to an inlet of conic cavity.  

 

 

Fig. 5 

In Fig. 5, time readings of numerical pressure gauges in points P1, P2, P3, P4, P5 (a) and in top 

of the cone P6 (b) are presented. 

Fig. 6 represents the time development of flow, which arises after an arrival of shock wave to the 

boundary of air - a hydrogen-air mixture with the sprayed droplets of water, p. (0,0). Dependence of gas 

mixture ignition on a mass fraction of water particles and initial diameter of droplets has been studied. 

Various modes of flow have been found: formation of non- fading wave of burning; suppression of a 

wave of burning; non-formation of a wave of burning. Fig. 7 represents the influence of a mass fraction 

and diameter of water droplets on a wave of burning formation. An ordinates axis presents time delay of 

ignition (the moment of drastic temperature growth near to the contact break).  

 

 

Fig. 6 Fig. 7 

Lines with different markers correspond to a various initial mass fraction of water in a gas 

mixture (1-0.005, 2- 0.01, 3 - 0.1, 4 - 0.2, 5- 0.3, 6- 0.4, 7- 0.5, 8- 1.0). At a mass fraction of droplets 

withinl.0 to 0.005, there was a limiting value of particles (the last left marker) at which ignition took 

place. At a mass fraction of injected particles within 1.0 to 0.2, time delay of ignition was less than in 

case of a pure gas (designated as 9). The effect is connected with local temperature rise near a contact 

break because of velocity difference of gas and of particles behind a shock wave. It should be noted that 

questions of steady burning wave formation after ignition were not considered within the given study.  



 

Fig. 8 Fig. 9 

In order to eliminate the influence of high-speed backlog of particles on ignition, the study of 

ignition in a bomb of constant volume has been performed. Fig. 8 contains gas temperature dependences 

on time in a bomb of constant volume at various initial water droplets diameters (1 - 40 μm, 2-57 μm, 3 - 

60 μm, 4-70 μm, 5-100 μm). The weight of injected water was M1/Mg = 0.5, initial gas pressure in 

stoichiometric hydrogen-air mixture was equal to 1.8 MPa. The dashed line corresponds to ignition of a 

gas mixture without water droplets. At injection of droplets of less than 57 μm in diameter ignition does 

not occur. 

In Fig. 9, dependences of time delay of ignition on initial diameter of water droplets in a mixture 

are represented for various fractions of injection M1/Mg (1 - 0.02, 2 - 0.1, 3 - 0.2, 4 - 0.4, 5 - 0.6). 

Comparison of calculation results shows that ignition in the two considered statements proceeds 

differently in quality. In a shock tube, with presence of water droplets the delay in ignition decreases in 

comparison to a case of pure gas mixture, (Fig. 7), and in a bomb of constant volume - grows (Fig. 9). 

Thus, numerical modeling shows that water spraying in hydrogen-air mixtures can result both in 

suppression of ignition and detonation, and to acceleration of ignition. The important role is played by a 

mass fraction of injected water and initial diameter of droplets. 

This study was supported by grant of Russian Foundation for Basic Research (№ 03- 01-00866). 
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Introduction 

The physical and chemical processes in hydrocarbon flames have been extensively studied during 

the last century. However, several aspects of these investigations are still far from being clarified, 

particularly the mechanisms leading to the appearance of various charge particles in a flame front. The 

adequate description of the combustion chemistry can be very complicated, due to the fact that the 

concentrations of species formed in a flame depend on numerous processes, which mechanisms are often 

not known in all details, even more so, when non-stationary (and non-equilibrium) flame-fronts are 

considered. Therefore, a monitoring of relative concentrations of stable and transient species formed in a 

flame front may improve our understanding of combustion chemistry. Furthermore, the high 

concentrations of excited particles in a flame front may give raise to effective chemi- ionization. 

Therefore, a new data on the excited species concentrations can improve our understanding of ionization 

mechanisms in various flames. 

The main objective of our work was to investigate LPG/air flames using emission spectroscopy. 

The LPG gas consisting of propane-butane (-50:50) mixture is more and more popular used in EU as a 

fuel for internal combustion engines. The goal of the study was to obtain more information about the 

energy distributions of various molecules and atomic species. First of all we wanted to establish, to what 

extend the electronic excitation of species in LPG flame might be ascribed to non-thermal excitation 

processes and how this excitation depends on the experimental conditions. This paper presents 

preliminary results of a qualitative and quantitative analysis of the excited species. The vibrational and 

rotational temperatures of molecular species were determined from an analysis of band spectra 

intensities. The rotational temperatures were derived by comparing measured and simulated molecular 

spectra. 

Description of the experimental conditions 

A scheme of the experimental setup is shown in Fig.l. Emission spectra of flame were observed 

in the wide spectral range between 260 and 1000 nm. The LPG/air stoichiometric mixture was combusted 

in a simple Bunsen type burner in open air. The flame was positioned vertically in front of the entrance 

slit of the scanning spectrometer. 

In order to discern the processes taking place along the flame “symmetry axis” a simple optical 

system consisting a lens (f = 5 cm) and an iris with the 2 mm hole was applied. The spectra were 

recorded at three different positions: (i) the lowest one at L = 0.5 cm above the burner exit, (ii) the 

middle one at L = 1 cm above the exit and (iii) the upper position at L = 1.5 cm above the exit.  

Investigations confirmed that the emission spectra of LPG-air flames consist of a large number of 

molecular bands and several atomic lines. The highest intensities were observed for the bands of 

electronically excited molecules CH, OH, and C2, corresponding to the transitions:

and 

(Swan bands). 
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Fig. 1. Scheme of the experimental set-up 

Results and discussion 

The excitation energies of the respective excited states are as follows:  

Besides the 

molecular bands, the atomic lines of excited oxygen and hydrogen were detected. The observed hydrogen 

lines corresponds to the 

emission from the excited electronic states with energy of 12.09, 12.75 and 13.05 eV, respectively. The 

intensities of these lines were very low in the whole examined range of fuel content in the flame. Contrary, 

the intensities of oxygen lines were quite high. The spectral lines

and  

originates from electronic states with E = 10.74, 10.99 

and 13.07 eV, respectively. Large concentrations of highly excited species evidently point out to an 

existence of non-thermal mechanisms of their formation, most probably related to the excitation in various 

chemical reactions. Besides electronically excited species discussed above, we detected also significant 

concentrations of vibrationally excited hydroxyl molecules OH(v). 

The (0-0) Swan band of the C2 molecule (centered around 515 nm) was used to estimate the 

rotational temperature. The registered band had a quite high resolution of the rotational lines. By 

comparing the experimental band profile with the simulated spectrum, the rotational temperature,

was determined. When mixture with a 

lower content of air was used, was obtained. 

The emission of the 0-0 and 1-0 sequences of the transition 

(centered around 515 and 470 nm) were used for an estimation of the effective C2(d
3
IT) vibrational 

temperature. The emission spectrum of the 0-1 sequence (around 560 mn) were taken to allow an 

independent estimation of the vibrational excitation. The temperatures were measured in the central part of 

the flame contour, L = 0.5 and 1 cm above the burner exit - see the Table 1. The determined values of the 

rotational and vibrational temperatures for the C2(d
3
n) excited state point out again to the non-thermal 

charactcr of its excitation in the studied flame. 



 

 

 

Fig. 2. Intensity of oxygen line and C2 molecule bands in different regions of flame 



Fig. 2 shows the intensity of C2 Swan bands and spectral line 

measured at three different positions above the burner exit, L = 0.5, 1 and 1.5 cm. One may see that the 

concentration of C2(d
3
IT) molecules sharply decreases but concentration of 0(3p

3
P) atoms markedly 

increases as the distance from the burner exit increases. The similar increase was registered for the 

concentrations of the 0(3s
5
S°) atoms and the OH(v) molecules. 
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А NONEQUILIBRIUM APPROACH FOR TURBULENCE MODELLING 

I.I.KOVALEV 

A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus, 
15, P. Brovka Str, Minsk, 220072, Belarus 

Turbulent flows are the subject of intensive investigations for more than hundred years. The 

reason is its numerous applications in fluids and gas dynamics, hydraulics, combustion, technical devices 

and technological processes. Literature on this subject is extensive and we‟ll not analyze here existing 

models of turbulence. Instead, the paper aimed at discussing of common- in-use turbulence concepts and 

presenting a new approach for turbulence modeling which seems to be promising. The presented results 

are only preliminary and further investigations in this direction are needed, of course.  

The classic approach for description of turbulence movement is based as a rule on Navier-Stokes 

equations, moment description, similarity theory and dimensional analysis. 

As usual one considers the developed turbulence to be characterized with irregular velocity 

variations in time at any point of space. All turbulent flow parameters are considered as fluctuating ones 

with the scale of fluctuations being varying from external scale, corresponding to characteristic flow size, 

to small scale where the viscous dissipation dominates. 

The absence of the better model forces one to suppose that turbulent movement is described by 

the same governing equations (Navier-Stokes equations) as laminar. This means that turbulence 

originates as flow non-stability or, mathematically, as instability of Navier- Stokes model at large 

Reynolds numbers. This assumption results in a number of contradictions. Indeed, none turbulent 

solution of the Navier-Stokes equations known so far. Moreover we don‟t even know if such a solution 

exists at all. Also it is a common practice to suppose that Navier-Stokes model govern each realization of 

turbulent field in time and space. If Navier-Stokes equations govern particular realizations of turbulent 

field then they must interact each other but this interaction is not represented in the model. 

The description of turbulence as averaged and fluctuating movement gave Reynolds [1] the 

reason to introduce the procedure of implicit splitting of velocity and pressure fields in Navier-Stokes 

model on averaged and fluctuating components with averaging on a time interval. Neiter time averaging, 

introduced by Reynolds, nor averaging on mass of liquid volumes, introduced subsequently by Favre [2], 

leads to closed turbulence model. Moreover the classic Navier-Stokes equations are not written in actual 

turbulent values and the formal Reynolds‟ procedure therefore is physically incorrect [3, 4]. The laws of 

physics and fluid mechanics don‟t describe directly turbulent flows without imposing additional 

hypothesis. 

Most essential results in turbulence were obtained by Prandtl and Karman who studied 

experimental data of Nikuradse. Last experimental studies also contribute a lot to the development of 

turbulence theory. Today it‟s quite clear that turbulent flows differ from laminar ones by momentum and 

energy transfer due to molecular groups or clusters, rather than separate molecules. This is why the 

Prandtl's mean mixing path theory for molecular group l proved to be so fruitful instead of molecule free 

path X. 

Thus, when constructing a turbulence theory one should proceed from the complicated movement 

of molecular groups in turbulent flows. In 1872 Boltzmann [5] developed kinetic gas theory for 

description of molecules movement and showed that Navier-Stokes equations can be obtained as a 

sequence from the theory. Prigogine in [6] showed that Navier-Stokes model corresponds to 

thermodynamics of weakly nonequilibrium processes. Therefore there 



arc not reasons to use it for prediction of strongly nonequilibrium and nonhomogeneous turbulent flows. 

In [4] the initial value prohlem for Boltsman's equation was studied and showed that the 

equation leads to Navier-Stokes model just with molecular viscosity rather than turbulent one. Also it 

was shown that at large Reynols numbers role of molecular viscosity decreases and substantial non-

homogeneities appear due to the presence of molecules groups. Therefore the classical kinetic gas 

theory with molecular viscosity corresponds to weakly nonequilibrium processes and can‟t describe 

turbulent flows. 

In this paper for the sake of simplicity we only consider a flow of incompressible viscous fluid. 

In turbulence velocity fluctuations result in mass fluctuations at given space point. We postulate that 

continuity equation for turbulent flows reads: 

where J is a non-zero indefinite quantity to be calculated. Equation (1) is completed by the momentum 

equation: 

where according to (1). 

In order to determine J we expand the quantity into the time-spatial Taylor‟s 

series: 

where τ is a certain time-averaging constant. In fact we wrote (3) in form of relaxation of the quantity 

divV from nonequilibrium state to equilibrium one: 

 
where τ is the relaxation time,f=divV and operator D/Dt is the substantional time derivative. According 

to adopted assumption we treat divV=0 as corresponding to laminar flow state (equilibrium) and divV=J 

corresponding to turbulent flow state (nonequilibrium). 

To calculate quantity we apply the operators 

to the first, second and third equations in (2) (supposing hereinafter μ=const). 

Then calculating (3) at x=0 with taking into account we finally obtain: 

 

 

 



 

 

For practical use one should resolve equation (4) relatively pressure p in the form 

and rewrite (2) in the form 

 

The parameter τ in (5) left undefined so far. To determine the value of τ one should obey the 

following requirements: on the one hand x must be small enough to fulfill (3), on the other hand it must be 

a universal quantity, preferable constant. 

We express dimensional time parameter τ through the nondimensional parameter τ* as following,

where L0 and V0 are some characteristic length and velocity scales 

used to bring the governing equations to the nondimensional form. For the further discourse it is convenient 

to associate the turbulent relaxation time x to a turbulence scale l. Note, that the nondimensional product τν 

is a square of length. Then we introduce a turbulence length scale 

 

 

where and the scale l is unknown in advance. To determine the value of l we refer 

to the [7]. Universal turbulence spectrum (hence, the length scale structure) is observed only at large wave 

numbers corresponding to the Kolmogorov dissipative microscale of length , where e is the 

dissipation rate per unit mass(m
2
sec

-
„

3
). Therefore we choose l/Lo as η/L0 in (7). Taking into account that

[8] we can rewrite (7) as follows 

Equations (7)-(9) constitute the closed mathematical model for predicting of both laminar and 

turbulent flows. When utilizing (5)-(8) one should replace  where a must be 

adjusted from comparison with available experimental data. 

We apply the model above for the solution of the 2D lid-driven cavity problem. Driven cavity 

problem is widely used as a benchmark for comparison of numerical codes. The agreement between 

different codes is within 1% or better. Published 2D Navier-Stokes solutions can qualitatively describe the 

flow structure, the number and location of vortexes and their size, but show poor agreement with the 

experimentally measured velocity profiles by Koseff and Street for Re = 3200 and Re=10
4
 [9]. Results 

obtained by Ghia et al. [10] on a fine mesh (256x256) for Reynolds number up to Re=10
4
 are only the 

stationary solutions while the actual fluid flow is essentially transient. A 3D Navier-Stokes solution still 

can not 



improve this discrepancy, and known 3D results differ significantly [11], One may suppose that the 

flow turbulence is a reason for a disagreement. 

We solved the lid-driven problem by transient method using the equations (7), (8), (10). We 

perform calculations of the problem for different Reynolds numbers. At low Reynolds numbers (≤1000) 

solutions obtained differ insignificantly from those obtained with the Navier-Stokes model. Results of 

calculations for Re=3200 and Re=10000 are presented in Fig. 1-4. 

 

Fig. 1. Variation of U along vertical centerline of 

the cavity at Re=3200: 1 - Navier-Stokes model, 

2 - k-ε model, 3 - present model, 4 - experiment 

[9] 

Fig. 2. Variation of V along horizontal 

centerline of the cavity at Re=3200: 1 - 

Navier-Stokes model, 2 - k-e model, 3 - 

present model, 4 - experiment [9] 

Fig. 3. Variation of U along vertical centerline 

of the cavity at Re=10000: 1 - Navier-Stokes 

model, 2 - k-ε model, 3 - present model, 4 - 

experiment [9] 

Fig. 4. Variation of V along horizontal 

centerline of the cavity at Re=10000: 1 - 

Navier-Stokes model, 2 - k-ε model, 3 - present 

model, 4 - experiment [9] 

 

 

 



We used 100x100 grid for numerical calculations. The equations (7), (8), (10) were  

solved by finite-differences implicit methodof the first order in time and the second order in  

space. The value for τ* was chosen as  

Nomenclature 

p - density, Reλ - turbulent Reynolds number, μ - dynamic viscosity, v - kinematic 
viscosity.Subscripts: eq - equilibrium. 
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SIMULATION OF HETEROGENEOUS CHEMICAL PROCESSES UNDER COAL  
GASIFICATION  USING  GENERALI ZED VOLUME-AVERAGEDMODEL OF FIL TRATION COMBUSTION  
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A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus P. Brovka Street 15, Minsk 220072, 

Belarus, e-mail: kdob@itmo.by 

Gasification problem is actual for Belarus and many other countries. It is related to utilization of a 

city and industrial wastes as well as low quality brown coals. State policy in this area stipulates rise of 

wastes conversion level by inculcation of new conversion technologies. One of the technologies capable to 

reduce conversion expenses and increase conversion quality is gasification - thermochemical conversion of 

solid fuels to gaseous fuels. Gasification allows both wastes and specific fuels (biomass, peat, black oil, 

wood) processing. Since oil and natural gas resources deteriorate, significance of alternative fuels 

utilization will grow. Besides coals gasification may be performed at the place of extraction or even at the 

underground site (in situ). Concept of termochemical coal conversion in situ, called underground coal 

gasification, was proposed in the work of D.I. Mendeleev (1888). This process may be cost effective for 

Belarus taking into account that belarussian resources of coal consist mainly of low-quality brown coals, 

direct extraction of which is disadvantageous both from economical and ecological points of view. 

In present work coal gasification process was investigated with numerical methods. Generalized 

volume-averaged model of filtration combustion was used. The special attention was paid to heterogeneous 

chemical reactions taking place under gasification process. 

Mathematical formulation of generalized volume-averaged model is based on consideration and 

consistent averaging of acting forces, mass, energy, species and momentum flows. For simplification of 

mathematical formulation it was suggested that there is only one chemically active solid phase component. 

Equations of the model in case of sufficiently general consideration of heterogeneous chemistry (without 

chemical kinetics specification) look as follows: 

Mathematical model  

 

 

 

 

 

continuity equation, 

motion equation, 

gas-phase species transport equation, 

heat conductivity equation in 

gas phase, 

energy transport equation in solid phase, 
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, solid phase mass balance 
equation. 

Direct averaging of acting viscous forces was not carried out, Dupuit-Forschheimer flow model as 

averaged force was used. 

In these equations: ε - porosity, pg - density of gaseous mixture, u - gaseous 

mixture mass-averaged velocity, Ri - formation rate of i-th gas mixture component, p - gas 

pressure, - averaged viscous friction force (Dupuit-Forschheimer mass 

flow model), fj - viscosity coefficient, k0, k1 - Forschheimer's coefficients, c, - mass fraction of i-th 

component, - diffusive flow density of i-th component, D - tensor 

of diffusivity, cp - specific heat capacity of gas mixture, Tg - gas phase temperature, - 

heat flow density in gas phase, A - tensor of heat conductivity in gas phase, Ts - solid phase temperature, a - 

interfacial heat exchange coefficient, ht - specific enthalpy of ;-th gaseous mixture component, ps - solid 

phase material density, Es - specific intrinsic energy of solid phase, A - effective heat conductivity of solid 

phase. 

Chemical mechanism of coal gasification 

Brown coal consists of: carbon, remains of undecomposed plants, mineral admixtures, moisture. In 

spite of the fact that gasification process is comparatively well investigated there are few sources in 

literature concerning detailed chemical kinetics of this process. On basis of review of available in literature 

data following chemical mechanism of coal gasification was formulated: 
 

Kinetic parameters of air gasification reactions are given in works [1,2]. 

Problem statement 

Depending on fuel type used in gasification, fuel peculiarities, gasification technique etc. different 

types of gasifiers may be used. These types differ by gas and fuel feed direction and organization, fuel 

motion manner, (fixed bed, fluidized (boiling) bed, spouted bed, entrained bed and others) etc. One of the 

most widely used types of gasifier is direct scheme gasifier (Fig. 1). 



 

Fig. 1. Schematic model of direct scheme gasifier 

In present work direct scheme gasifier with fixed bed was considered. Initial inhomogenities of 

different characters and sizes were used. Height and diameter of gasification chamber were equal 0.5 m. 

Schematic drawing of filling porosity isolines for two types of inhomogeneous packing are presented in 

Fig. 2. 

 

Fig. 2. Configuration of gasifier filing inhomogenity: Porosity isolines 

Monotonic coordinate dependencies of porosity were used in calculations. Porosity values were 

varied in the range from 0.2 to 0.5, that corresponded to filling mass about 100 kg under filling material 

density equal 1500 kg/m
3
. Initial typical size (effective diameter) of filling particles was d0 = 2 cm. Due to 

burnout effective diameter was decreased in calculations in order to preserve particles total number. 

Authors had no reliable information about kinetic parameters for gasification reactions, which have 

hydrogen-containing species involved. That‟s why calculations for air gasification were performed. 

Computations were carried out in the range of air draft consumption G varied from 1 to 10 Nm
3
/h. As 

initial and boundary conditions the following were used: initial filling temperature was equal Tburn (values 

in the range from 700 to 1500 K); gasification chamber was initially filled with porous filling and nitrogen; 

air draft temperature was T0; chamber walls temperature was equal Tw (values in the range from 300 to 

1400 K were used). 



The most important characteristics of gasifier performance are: quasi-steady regime establishing 

time, gasification mass rate, product gas composition. Computations of the above characteristics were 

performed for two different kinetic mechanism of coal gasification. [1,2]. Calculations indicated that quasi-

steady regime establishing time of the considered reactor is about 0.5-2 hours depending on flow rate. 

Mass gasification rate is directly proportional to draft consumption. Mass gasification rate is strongly 

depend on temperature. The dependence on initial filling inhomogenity character and size is comparatively 

weak. Computations sowed that product gas consists mainly of two components: nitrogen and one of 

carbon oxide (monoxide CO and dioxide CO2). Under low temperatures (lower than 1000 K) CO2 

dominates in product gas composition, under high temperatures (higher than 1300 K) CO dominates in 

product gas composition. These results are in concord with experimental data of other investigators 

concerning air gasification of coal. 

Resume 

Computations showed that generalized volume-averaged model can be used for qualitative and 

quantitative studies of gasification process in gasifier. Utilization of developed software let one (if reliable 

experimental data are available) to conduct kinetic parameters fitting and verification for water vapor and 

vapor-air gasification. For simulation of more complex processes such as underground coal gasification it 

is necessary to include additional sub-models of porous bed structure transformation at gasification 

process. 
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Abstract 

The propagation of quasi-detonations in a porous packed bed and subsequent transmission into 

smooth tube were studied. It was established that a necessary quasidetonation velocity required for re-

ignition of detonation downstream of the porous bed is approximately equal to the isobaric sound speed 

of combustion products. The relative influence of a normal shock wave reflection mechanism on ignition 

and propagation of quasidetonations near the limit were investigated in details. 
Introduction 

The propagation of quasi-detonations in porous media is characterized by existence and 

interaction of distinct ignition mechanisms being responsible for sustaining the supersonic combustion 

mode under filtration conditions [1-3]. These are in the broad sense the local shock adiabatic compression 

resulting in auto-ignitions of the mixture [4] and ignition of unbumt products at elevated thermodynamic 

conditions in surroundings of the burnt material, usually referred as turbulent mixing mechanism [5]. In 

the case of adiabatic compression, hot spots in porous media can be formed via single or multiple 

reflections of the leading shock front, shock wave diffractions resulting in focusing phenomena inside a 

porous matrix, and interactions of shock headed transient gas jets from the adjacent pores. 

Usually in a given porous bed, the velocity of quasi-detonation decreases from the maximal 

value at the most sensitive mixture to V/Vcj ≈ 0.3 at the limits [5, 6]. Transmissions of such high-speed 

deflagrations are often accompanied by the flow acceleration and formation of a leading shock wave, 

which is strongly coupled with a flame front. The interaction and propagation of transverse shock waves 

caused by individual hot jets across the random flow field downstream of an porous bed can create hot 

spots in a fresh mixture by means of shock wave focusing and diffraction on flow inhomogeneities. In 

addition, the motion of transverse waves enhances the mixing and deforms the turbulent interface 

between reacted and unreacted products, thus increasing local reaction rates. Both mechanisms can lead 

to the formation of localized explosions in unburnt materials, which are capable of sustaining the leading 

shock during its expansion into the large volume, and can significantly promote the transition or re-

initiation of a detonation wave [6, 7]. 

For some applications the evaluation of the parameters required for successful transition to 

detonation is of vital importance. Moreover, the development of engineering approaches for estimation of 

these parameters is necessary. The aim of these studies was also to investigate the transmission of quasi-

detonations from a regular porous bed into smooth tube of same diameter, to determine the critical 

conditions required for detonation initiations and to elaborate the tools for their estimations. 
Experimental Setup 

Experiments were conducted in a square (35 x 35 mm) tube of 80 cm long attached to the smooth 

test part (40 cm long) of the same cross-section (Fig. 1). A normal combustion wave formed in a small 

pre-chamber initiated the propagation of quasi-detonation in a porous bed. A spark plug was used for 

ignition of the mixtures. The ignition energy was E = 0.8 mJ. 

 



Experiments were made in a stoichiometric oxy-acetylene mixture with 

different degrees of nitrogen dilution and at initial pressures varying from 0.02 to 0.3 MPa.  

Commercial grade acetylene, 

oxygen and nitrogen of 99.9 % 

purity were used for mixture 

preparations. All mixtures 

were prepared by the method 

of partial pressures and kept 

for two days before use. Prior 

to each experiment, the tube 

was pumped out to the 

pressure of ~ 10
-2

 mm Hg. A 

pressure meter controlled the 

initial pressure of the mixture 

in the tube with an accuracy of 

A porous filling 

comprised of 5.5-mm steel 

balls was used in all tests. 

Ion gauges and pressure 

transducers measured the 

velocity, and pressure of shock 

and reaction fronts. Ion sensors 

provided preliminary 

measurements of a high-speed 

deflagration velocity in a 

porous medium before 

transmission into smooth sections of the tubes. Pressure transducers and ion sensors have 

controlled the arrival times of shock and combustion waves at different locations along 

smooth tubes. The deflagration to detonation transition run-up distance along the smooth tube 

was defined as the distance between the exit plane of the porous filling and the locations of 

pressure and ion gauges, at which the detonation velocity of transmitted deflagrations was 

attained. 
Results 

Two different transition 

scenarios in a smooth tube 

were observed in the 

experiments (Fig. 2). At initial 

pressure higher than the critical 

one, the transmission of quasi- 

detonations led to the direct 

initiation of detonation 

downstream of the porous 

medium. At lower pressures, 

the leading shock wave 

decoupled from the reaction 

front and propagated with a 

continuously decreasing 

velocity to the reflecting wall 

 

Fig. 2. Propagation velocities of shock and reaction fronts along a 

porous bed and a smooth tube for supercritical and subcritical 

transmissions 

 

Fig. 1. Experimental setup. 1 - detonation tube; 2 - test section; 3 - 

ignition chamber; 4 - ignition unit; 5 - vacuum pump; 6 - porous 

filling; 7,8 - ion gauges; 9,10 - pressure sensors; 11 - digital 

oscilloscopes; 12 - PC 



of the test section. The flame behind the shock wave decelerated more rapidly and this 

resulted in an increasing detachment zone between them. Figure 2 presents velocity histories 

of the leading shock reaction waves along the smooth tube for sub- and supercritical trnsmissions. Experiments 

showed that a venting of spatial distributed flame jets formed in a porous bed into a smooth section of the tube 

facilitates significantly the onset of detonations. The deflagration to detonation transition run-up distance 

downstream of the porous medium was less than one diameter of the tube within a wide range of compositions 

and initial pressures of the mixture. 

Special attention was paid in the experiments to critical parameters of the venting gas flow, which result 

in the detonation onset behind the porous bed. Figure 3 shows the propagation velocities of reaction front in 

porous bed and shock front in smooth test section in stoichiometric oxyacetylene mixtures with 25% and 50% 

nitrogen dilutions. As is seen in the figure, the velocities of quasi-detonation in a porous bed required for 

successful detonation 

Fig. 3. Propagation velocities of shock (dark symbols) and reaction fronts (hollow symbols) 

initiations correlate well (with accuracy ) with the isobaric sound speed of the 

combustion products calculated for critical initial pressures in both mixtures from thermochemical equilibrium 

codes. This critical venting speed generates the necessary conditions to trigger the onset of detonation 

downstream of the flow. For subsonic outflows, the leading shock wave decouples from the reaction front and 

detonation occurs after reflection of the shock wave from the end flange of the tube (Fig. 2). 

Thus, using results of previous works [5, 6] we may formulate the necessary requirements for direct 

detonation initiation behind a regular porous bed comprised of spherical particles 

(1) 

where Vio is an adiabatic sound velocity estimated for the critical initial pressure of the mixture. 

The pressure transducer installed at the reflecting wall (Fig. 1) was used to determine the chemical 

induction time of the mixtures. The induction period was measured as the time interval between the beginning of 

a normal reflection of incident SW and the second pressure spike, initiated by the self-ignition of a shock-

compressed gaseous mixture in a detachment zone. Figure 4 present the induction time measured for the 

conditions of normal shock wave reflection. The induction zone length was defined by using a simple relation 

Lind = τind∙V, where, τind is the chemical induction time corresponding to stagnation temperature and 

 



pressure of the gas flow behind the leading shock front, V is a shock velocity. Figure 5 shows the induction 

length versus velocity of the transmitted shock wave. The normal reflection of incident shock wave 

produces the induction zone of » 20-40 mm for different mixtures in smooth section (Fig.5). The 

experiments demonstrate that at 3 times higher initial pressure of the' mixture in the hollow tube than in a 

porous bed at the same SW velocities (Fig.3). The extrapolation of value of induction zone length to 

corresponding post-shock conditions of quasi-detonation using the pressure dependence of ignition time 

gives the induction length of Lind≈40-150 mm in the porous body (Fig.5). It means that during the time 

between initial shock compression and auto-ignition of the mixture in porous bed the leading shock front 

should travel the distance approximately equal to 1-4 channel widths, or 80 pore sizes. 

At the same time, pressure and ion current profiles of quasi-detonations show that the 

Fig. 4. Induction time on temperature for the conditions of normal reflection 

Fig. 5. Induction length for the conditions of normal shock wave reflection 

length between shock and reaction fronts does not exceed the value of 1.5 - 3 mm, i.e. 1 - 2 pore sizes, 

within the scatter of experimental data. Thus, it evidences that the normal reflection of leading shock wave 

itself is not sufficient to ensure propagation mechanism of quasi-detonation at low velocities, and 3-D 

interactions of shock waves and transient flows in porous matrix should be taken into account to achieve 

the necessary level of thermal excitation of the mixture, create hot spots, and switch on the self-sustained 

mechanism of quasi-detonation propagations. 

 

 



Conclusions 

The propagation of quasi-detonations in a porous packed bed, comprised of 5.5-mm steel balls, 

and a subsequent transmission into smooth tubes has been studied experimentally.  

Experiments revealed that venting of spatially distributed hot jets formed in a porous bed into a 

smooth section of the tube facilitates the onset of detonations. The deflagration to detonation transition 

run-up, downstream of the porous medium, was less than one tube diameter within a wide range of 

compositions and initial pressures of the mixture. It was established that a necessary quasi-detonation 

velocity required for re-ignition of detonation downstream of the porous bed is equal to the adiabatic 

sound speed of combustion products with an accuracy ± 40 m/sec. The necessary requirements for direct 

detonation initiation behind a regular porous bed comprised of spherical particles was 

 
where V,s is an isobaric sound speed of combustion products estimated for the critical initial pressure of 

the mixture. 

It was established that the normal shock reflection mechanism itself cannot produce the successive 

auto-ignition of the mixture at real length scale in a porous bed and ensure the selfsustained propagation 

of quasi-detonation in a porous bed near the limits. 
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DIGITAL SPECKLE PHOTOGRAPHY APPLICATION TO VORTICES MONITORING IN 

COMPLEX TURBULENT FLOWS 

N.A. FOMIN, A.V. KRAUKLIS, E.I. LA VINSKAYA 

A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus, 
15, P. Brovka Str.,Minsk, 220072, Belarus 

Digital speckle photography (DSP) based on the computer aided acquisition and evaluation of 

time evolution of dynamic speckle patterns recorded by digital CCD cameras allows the instantaneous 

quantitative derivation of a 2D map of deflection angles and retardation of the light passing through the 

flow under study. Even for 3D flows, recent advances in digital optical data storage and analysis make it 

possible to extract quantitative data from line-of-sight flow visualization techniques [1,2]. Among the 

most important advantages of DSP are its high spatial resolution and the possibility to collect a great 

amount of experimental information from a single speckle-pattem record. In principle, the resolution cun 

be as high as the diffraction limit of line-of-sight measurements (about 0.2-0.3 mm) [2], For 2D flows, 

the maps of the deflection angles so obtained can be easily transformed into 2D density (temperature) 

gradient maps using simple calculations and without any calibration. In addition, precise digital multi -

projection measurements allow the reconstructing of a 3D vortices structure using computerized 

tomography approach as below. 

The first step of digital specklegram processing is similar to PIV and is performed by evaluation 

of statistical functions (cross-correlation or structural functions) of the recorded dynamic speckle fields. 

The record of the whole field is scanned by moving a N x M pixels window across the field. The pattern 

of the window in a frame 1 taken from the first exposure specklegram is cross-correlated with the pattern 

of the respective window at the same position in a frame 2 from the second exposure specklegram. 

Finally, the speckles displacement attributed to the area covered by the window is found from 

determining the maximum peak of the correlation in quasi-real time operation, see [2,3]. 

The general way to obtain interior flow information is to use multidirectional, line- of- sight 

measurements and to reconstruct 3D data using computer assisted tomography (CAT). For a given test 

object, the quality of the tomographic reconstruction depends on the number of projections taken, the 

covered total angular range of viewing directions, and the amount of information available from each 

projection. The integral Radon transformation can be used for data obtained from either laminar or 

turbulent flow, but an exact determination of the interior flow parameter distributions would need an 

infinite number of projections. The high data density is particularly advantageous for analyzing complex 

3D turbulent flows. For direct recording of the light ray deflection angles, as in DSP, the integral Radon 

transformation simplifies and the optical disturbance (refractive index distribution) can be predicted 

from the transformation                        

 
Because of the finite number of projection measurements available the application of the Radon 

transformation becomes an ill-posed mathematical problem. In practice this means that a small 

inaccuracy in the experimental data can lead to significantly large errors in the final flow parameter 

determination and that a finite number of flow structures can be reconstructed using a finite number of 

projections. So, only the large structures in turbulent 



flows will be reconstructed here using the Radon integral transform, whereas the microstructure of 

turbulence will be further analyzed using statistical specklegram treatment Several mathematical 

algorithms are available for reconstructing the 3D field from the information recorded in the various 

projections with the convolution back projection method being the most widely used. In the present paper 

an iteration technique has been adopted for the calculation of the Radon integral. This approach has been 

refined to accommodate information about the sought distribution as the first approximation. The noise in 

the experimental data has been smoothed by a cubic spline technique. This smoothing procedure improves 

the reconstruction quality, but removes the low-scale variation of the refractive index distribution from the 

reconstructed field. 

Fig. 1. Simulation results for 2, 4, and 12 - projectional speckle tomography: reconstructed 

phantom asymmetric function with one maximum 

The mathematical procedure of tomographic reconstruction in turbulent flows was verified using 

numerical simulation with a "phantom" distribution of the refractive index. For each possible propagation 

direction in the flow simulation, the deflection angles of the light rays, E (a, p), were determined from the 

refractive index distribution n(x,y,z). An estimated measurement error was added randomly. This added 

noise simulates the influence of low length scale vorticity as well as random experimental errors. The 

deflection data were then used to estimate the refractive index distribution using the Radon transformation. 

Fig. 1 shows the simulation results for 2, 4, and 12 - projectional speckle tomography: reconstructed 

phantom asymmetric function with one maximum. Analyses of these and a number of similar simulation 

results for this scheme of speckle tomography revealed the following: 

 



• By increasing the number of probing directions, it is possible to reconstruct the parameters to a 

prescribed accuracy in a flow of any complexity. This establishes tb
e
 possibility of using the 

integral Radon inversion for diagnostics of turbulent flows. 

• Imposing a random rms error of order 10% on the simulated functions does not significantly 

effect the net results when there are sufficient readings in the various directions. In this case the 

field-averaged rms error of reconstruction increases by less Than 10%. 

• When the number of directions of view is small, only the centre flow region with single-peak 

structure can be reconstructed to an acceptable accuracy. 

Fig. 2. Instantaneous temperature fields in combustion zone reconstructed using speckle photography 

data 

Fig. 2 shows an example of quasi-real time reconstruction of the local parameters i n  an open 

turbulent flame from the digital speckle records taken in two directions. 

The microscale turbulence structures are determined by using the 3-D density correlation functions 

evaluated with Erbeck-Merzkirch integral transforms. Using the relation between deflection angle and 

fluid density, 

Erbeck and Merzkirch [4] has received a connection between density and deflection angle 

correlation functions 

 

For the case of isotropic turbulence, this equation can be inverted with respect to density 

correlation functions: 

 

 

 

 

and 
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It should be noted that the inversion of this functions to the original one, Rp(r), is ill 

posed mathematical problem and care must be taken performing such calculations. As we can 

see, the inversion integrals are Abel type integrals, therefore the great experience of solving 

this equation may be used. Fig. 3 contains an example of correlation functions reconstructed 

by using a computer-simulated specklegram. The density correlation function here was 

reconstructed with the help of inverse integral transformation using about 200 readings at eacli 

phantom specklegram line. So, the quality of this reconstruction for a small-scale vorticity is 

rather good with grids of about 200
2
. The discrepancy 

between initial correlation function constructed using 

the results of the direct numerical simulation and the 

function constructed using the deflection angle map 

increases with increasing the vorticity scale. 

Using these data, both macro- and micro-scales 

of turbulence can be determined. Thus, the Erbeck- 

Merzkirch integral transform is an effective tool for 

local turbulence parameter determination using digital 

line-of-sight data. Both macro and micro spatial 

structures of the turbulent scalar (density) field in 

compressible flow can be visualized and quantitatively 

characterized with the applied multi-projectional DSP 

technique. It should be noted that the inversion of this 

functions to the original one, Rp(r), is ill posed 

mathematical problem and care must be taken 

performing such calculations. As we can see, the 

inversion integrals are Abel type integrals, therefore the 

great experience of solving this equation may be used. 

The quality of this reconstruction for a small-scale 

vorticity is rather good with grids of about 200
2
. 

Fig. 3. Correlation functions 

reconstructed from a computer simulated 

specklegram 
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Introduction 

In scramjets and detonation engines, rapid spontaneous ignition and reaction of the fuel-air 

mixtures are required to achieve the efficient functioning at supersonic combustion modes. Usually, the 

liquid hydrocarbons are considered as potential candidate fuel for supersonic propulsion because of their 

high energy density and storage capacity. For supersonic combustion, the high-temperature kinetics of 

ignition of large hydrocarbons determines a performance of the apparatus as a whole. At the same time, 

there is no so much information on auto-ignition of heavy hydrocarbon fuels at high temperatures and 

pressures [1-4]. Shock tube techniques are an ideal tool for studying auto-ignition phenomena for a 

number of reasons: post-shock conditions of fuel-air mixtures, covering the gas parameters in 

seramjets and pulsed detonation engines, can be readily and repeatedly attained behind the reflected 

shock wave; the flow conditions and ignition can be quantified and characterized by modern diagnostic 

methods. The shock-tube studies described in this report produce fundamental information on reaction 

kinetics of heavy hydrocarbon-air mixtures resulting in different initiation modes in a wide range of post-

shock conditions behind reflected shock waves. The aim of these studies was to obtain reference data on 

ignition of Benzene, n- Hexane, and n-Decane at high temperatures. 

Experimental set-up 

The heated shock tube has been applied for these studies. Stainless steel shock tube of 76 mm in 

diameter equipped with pressure transducers and optical window for ignition delay time measurements 

was used in experiments. The length of the tube was 5.5 m. Four current circuits provided the 

independent heating of four parts of the shock tube to ensure the uniform temperature distributions along 

the tube length with accuracy of ± 1° C. Four thermocouples have registered the temperature along the 

device. Two of them have measured the metal temperature, another two - the gas temperature inside the 

shock tube. For all experimental runs presented in this report, the initial temperature of studied mixtures 

was 75 - 100
0
 C. The 18-liter stainless steel mixing cylinder heated up to the boiling temperature of 

hydrocarbon fuels 150 - 165 
0
 C was used for mixture preparations. Two thermocouples measured the 

metal and gas temperature inside the cylinder. The heat insulation of the mixing assembly was the same 

as that of the shock tube. To evaporate the kerosene and stir the mixture, a stainless steel ball of 80 mm 

in diameter was inserted into the mixing cylinder. The ball rolled along the tank from one side to another, 

thus providing the mixing of the gas and accelerating the kerosene evaporation. The stirring time was 3-4 

hour in all cases. 

The initial temperatures in mixing vessel and shock tube were varied in accordance with vapor 

pressures of used fuel. Chemically pure n-Decane C10H22 (99.8 %), n-Hexane C6H14 (99.55 %), and 

Benzene C6H6 (99.8%) liquid samples have been used for mixture preparation. To ensure a good 

evaporation of fuel samples at ambient pressure, the stirring temperature in mixing vessel was 174
0
 C in 

all experiments. The initial temperature of 



resulting mixture in a shock tube was about of 75° C. Prior to the experiment, the shock tube was pumped 

out twice to the pressure of ~ 10
-2

 mm Hg. After, the tube was filled with the mixture prepared in the 

mixing cylinder. Electronic pressure meter determined initial pressures of the mixture in a shock tube with 

an accuracy of ± 0.2 mm Hg. 

Pressure variations at different cross-sections of the shock tube were measured by high-frequency 

PCB pressure sensors Model 113A24 with rise time less than 1.5 μs and with a 1.5-mm spatial resolution. 

Stainless steel test section for ignition delay time measurements are mated to the end flanges of shock 

tubes. Experimental signals were recorded and processed by an automatic 10-bit data acquisition system 

and a central computer. 

To provide optical observations of fuel auto-ignition behind reflected shock waves, the quartz 

window of 45 mm in diameter has been mounted into reflecting end wall of the shock tube. The PCB 

pressure sensor installed near the quartz window measured the reflection time and pressure history behind 

reflected shock waves. To fix the instant at which the luminosity commences, a thin gas column

along the tube axis is focused on photomultiplier 

cathodes. The beam-splitter divides output flame spectrum in two optical paths to ensure the simultaneous 

observations at two spectral bands. Monochromatic interference filters transmitted only the desired portion 

of emission spectrum of the gas mixture. The luminosity from radicals 

and integral emission from spectral band of 380 - 

480 nm were employed to measure auto-ignition of the mixture. In the present work, ignition delay time 

was defined as the time difference between shock arrival at the end wall and the onset of emissions at 

required intensity levels from the measuring gas column along the tube axis. The flame emission in 

selected spectral band was registered by means of the photomultiplier having the maximal sensitivity in the 

selected spectrum. 

Comparing velocities reflected shock wave and pressures at different locations from the reflecting 

wall identified auto-ignition modes of the mixture (strong, transient and weak). The reflected wave 

velocity in the end part of the tube was defined as where V5 is 

visible propagation velocity of reflected shock wave, and u is flow velocity of incoming flow behind ISW 

(incident shock wave). Visible velocity was calculated by processing shock- arrival times at pressure 

sensors along the tube. 

Auto-ignitions of Decane, Hexane and Benzene behind reflected shock waves 

Fig. 1 illustrates the comparison of our data with results of Pfahl and Adomeit [5] and Davidson et 

al. [6] obtained behind reflected shock waves. Measurements of Pfahl and Adomeit [5] in stoichiometric n-

Decane/Air mixture at postshock pressure of 13 atm correlate well with our observations. Longer ignition 

times in their study can be explained by the differences in experimental methods and ignition delay time 

definitions. Pfahl and Adomeit defined the onset of ignition from the rapid pressure rise measurements. So, 

they have obtained the longer ignition times. In contrary, we have used the initial pressure rise criterion for 

ignition delay time definition. Data points of Davidson et al. have been obtained in a mixture with a high 

argon dilution and at low pressures. Although, the measured ignition times follows the Arrhenius law, the 

significant decrease of activation energy has been observed in our experiments at high temperatures T5 > 

1400 K. Where, the approximate value of activation energy was EA = 8890 K. At low temperatures T5 < 

1400 K, the second value for activation energy was deduced from our experimental data EA = 17603 K. 

Fig. 1 indicates this behaviour. The measured critical post-shock temperature required for direct initiation 

of detonation in n-Decane was T5 = 1260 K. No weak ignition has been observed in these tests in studied 

range of post-shock conditions. It should be noted the extremely high level of peak pressures in a shock-

compressed mixture near reflecting wall have been developed at transient 



regimes. These peak 

pressures almost twice 

exceed the pressure level for 

strong ignition mode. 

According to 

chromatographic analysis, n- 

Hexane is the lightest from 

n-alkanes, which was in a 

significant amount (0.33 % 

by volume) in liquid 

aviation kerosene. The 

volatility of n-Hexane is 

extremely high as compared 

with heavy alkanes. So, in 

many case, the pre-ignition 

of n-Hexane can affect very 

strongly on combustion of 

kerosene sprays and non- 

premixed mixtures [7], Fig. 

2 shows ignition delays in n- 

Hexane in comparison with n-Decane at equivalent post-shock conditions. As is seen in the 

figure, n-Hexane exhibits longer ignition times than n-Decane at temperatures of T5 < 1500 K 

and lower activation energy of Ea = 16280 K. Ignition times in n-Hexane/Air mixture follow 

the Arrhenius law in all studied range of postshock temperatures 1100 - 1715 K. It should be 

pointed that the n-Hexane activation energy of EA = 16280 K derived from these tests should 

be considered as approximate value, since the linear correlation of experimental points does 

not take into account variation of species concentrations with temperature at a constant post- 

shock pressure. 

Fig. 3 presents the temperature dependence of reflected shock wave velocity in n- Hexane/n-

Decane/Air mixtures at different distances from the end wall. The critical postshock temperature 

required for direct initiation of detonation in n-Hexane is T5 = 1300 K (Fig. 3). The corresponding value 

for n-Decane is equal to T5 = 1260 K. 

To obtain the reference data on Aromatics oxidation at high temperatures measurements have 

been performed in stoichiometric Benzene/Air mixtures. To ensure a good evaporation of Benzene 

sample at ambient pressure, the stirring temperature in mixing vessel was 80 0 C in all tests. The initial 

temperature of resulting mixture in a shock tube was about 72° C. 

Fig. 4 presents the temperature dependencies of ignition times in stoichiometric mixture 

obtained in this work and results of Burcat et al [8] for lower post-shock pressures. As is seen in the 

graph, ignition times in Benzene /Air mixture follow the Arrhenius law in all studied range of 

temperatures 1020 - 1660 K. As for n-Hexane/Air mixture, activation energy for Benzene EA - 16430 K 

derived from these tests should be considered as an approximate value, since the linear correlation of 

experimental points does not take into account the temperature dependence of species concentrations at a 

constant post-shock pressure. The slope of ignition delay curve is in a good correlation with Burcat data 

points. The gap between results is explained by significant differences in post-shock pressures. As is 

seen in the Fig. 4, Benzene exhibits longer ignition times than n-Decane in all studied range of 

conditions. Ignition properties of Benzene are very similar to n-Hexane/Air mixture (Fig. 2). 

 

Mg. 1. Shock tube ignition delay data vs. reciprocal temperature 

in a stoichiometric n-Decane / Air mixture 



Fig. 2. Ignition delay time vs. reciprocal temperature 

in stoichiometric n-Hexane and n-Decane /Air 

mixtures at equivalent postshock conditions 

Fig. 3. Velocity of reflected shock wave and 

positions of the strong ignition limit vs. postshock 

temperature in stoichiometric n- Hexane and n-

Decane/Air mixtures 

 

Fig. 4. Shock tube ignition delay data vs. reciprocal 

temperature in a stoichiometric Benzene / Air mixture 

Fig. 5. Velocity of reflected shock wave and 

positions of the strong ignition limit vs. postshock 

temperature in stoichiometric n- Hexane and 

Benzene/Air mixtures 

Fig. 5 presents the temperature dependence of reflected shock wave velocity in Benzene/n-

Hexane/Air mixtures at different distances from the end wall. These graphs indicate that both ignition 

times and auto-ignition behavior in Benzene/Air mixture are practically the same as for n-Hexane. The 

critical post-shock temperature required for direct initiation of detonation in both mixtures was T5 = 1305 

K (Fig. 5). The corresponding value for n-Decane is equal to T5 = 1260 K, respectively. Final C-J 

velocities are nearly the same in Benzene and n-Hexane mixtures. 

Conclusions 

Studies of Benzene, n-Hexane, n-Decane fuels representing kinetics and auto-ignition properties of 

aromatics and n-alkanes compounds of aviation kerosene have been performed using a heated shock tube. 

The mutual influence of each component on ignition delay time and dynamics of reflected shock wave 

propagation has been investigated in details. 

Pure stoichiometric Benzene and n-Hexane/Air mixtures exhibit the same 

temperature dependencies for ignition times and reflected SW velocities at temperatures of 

 

 

 



1100-1700 K and pressures of 8.6 - 8.9 atm. Approximate activation energies derived from our data 

were Ea = 16429 K and EA = 16284 K for Benzene and n-Hexane, respectively. The critical postshock 

temperature required for direct detonation initiations in both fuels was T =  

1300 K. which corresponds to ISW Mach numbers of M = 2.94 and M= 3.0, respectively. 

Ignition delay times and auto-ignition regimes have been studied in stoichiometric n- 

Decane/Air mixture within temperature range of 1070 - 1630 K and pressure of atm. 

It was show that n-Decane exhibits the best ignition properties in comparison with the other studied 

mixtures. The critical post-shock temperature required for direct initiation of detonation in n-Decane 

was T5 = 1260 K. 
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high temperation OF HYDROGEN-AIR MIXTURE AT HIGH 
PRESSURES BEHIND REFLECTED SHOCK WAVE 

V.V. MARTYNENKO, O.G. PENYAZKOV, K.A. RAGOTNER, S.I. SHABUNYA A.V. Luikov Heat 

and Mass Transfer Institute of NAS of Belarus 

Delay and characteristics of stoichiometric hydrogen-air mixture ignition behind reflected shock 

wave were carried out for temperature range 830-1450 К and pressures 2-21 atm. Experimental results 

were compared to based on well known hydrogen combustion kinetic scheme numeric calculations. 

Comparison has shown, that A.Konnov kinetic mechanism (version 4.0) and GRI mechanism (version 

3.0) appears good quality accordance with the functional pressure dependence of hydrogen ignition delay 

at temperatures T > 1200 K. However, they need to be more accurately defined for better quantitative 

correlation with experimental results. 

Influence of reflected shock wave interaction effects with dynamic boundary layer on ignition 

process and results of shock tube induction time measurement were studied. It is shown, that bifurcation 

of reflected shock essentially influenced on results of induction time measurement and hydrogen-air 

ignition regime changing at mixture temperature T < 1100K, which become stronger with gas pressure 

and density growth behind reflected shock wave. 

It was determined that interaction with turbulent boundary layer leads to attenuation of 

temperature induction time dependency and stabilization of ignition process behind reflected shock 

wave. 
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At filtration combustion (FC) the waves spreading of exothermal conversion in porous 

environment at gas filtration is understood [1-4], Mechanism of reaction zone spreading in such system  

usually includes heating of initial materials before front and local chemical interaction of reagents with 

calorification of big enough amount of heat. The specific element determining the particularity of this 

systems class is gas filtration, which is not only the partleipant of chemical reaction, but also the heat -

carrier forming the thermal structure of combustion wave. The wave spreading of exothermal conversion 

in mixture of condensed fuel with inert component at oxidant filtration through it leads to so-called 

“superadiabatic heating-up"  [5, 6]. They arise because the releasing heat does not remove with reaction 

products but concentrates in combustion zone that allows raising greatly the temperature in it. The 

simplicity of “superadiabatic heating-up” realization advantageously distinguishes FC process from other 

combustion processes, so the spectrum of its using is very wide. The principle of FC occurs in natural 

(underground flames, smoldering), technological (coal gasification, SHS) and industrial (ore 

agglomeration, waste incineration) processes. However, 

It is necessary to note that in spite of growing interest to FC this process is not completely explored both 

from theoretical, and practical sides. 

Fig. 1. Sketch of the collow (forward) FC process 

The principle scheme of filtration combustion is presented in Fig.l. Whereas practically any fuel 

initially contains chemical inert impurities (for example, ash), the porous medium before reaction zone 

presents itself in general case the mixture of condensed fuel with inert material. The porous residue 

containing the inert component and condensed combustion products remains after the combustion front. 

Heat releasing in the reaction is carried to initial layers of material with lower temperature and initiates 

in it its own heat release, that is why the process of wave propagation is self-sustaining. Both condensed, 

and gaseous products can be formed as a result of heterogeneous interaction of solid combustible with 

gaseous oxidant in FC wave. The scheme of the reactions is: 

fuel( s) + oxidant (g) + inert component (s, g) = products (s, g) + inert component (s, g).  

Here inert component denotes gases and condensed materials which is not participate in oxidation and 

gasification reactions. It is possible to refer air nitrogen, ash of solid fuel etc. to them.  

For study of FC of solid fuel one-dimensional non-stationary two-temperature mathematical 

model has been suggested. It takes into account the kinetics of running reactions, the dependency of 

phases heat capacity on temperature and reagents composition, the reactor final sizes. This model is the 

development of thermodynamic mode! [7,8]. 

 



The model is built following suggestions. Heat losses through the lateral reactor 
wall are absent (the ideal adiabatic reactor). Pressure drop is small and is defined by assigned  

flow. Filling porosity remains constant. The coordinate system is connected with combustion limit.  

The system consists of the following equations: conservation of each component mass of gaseous 

and solid media; conservation of energy; equation of state; characteristics of mass and heat exchange. 

Equation system was approximates on implicit scheme. Obtained difference equations were solved by 

Newton method. 

The combustion (gasification) of mixture carbon - inert material in counterflow with gaseous 

oxidant has been considered. It has been supposed that the solid phase consists of two parts: 

incombustible part (the inert component) and burning part (fuel). At calculations the thermal physics 

characteristics of inert component are assumed as graphite or Al2O3 (corundum) has. It is possible to 

neglect CH4 formation at carbon gasification since it is of importance, basically, at gasification at 

pressure above atmospheric [9]. 

Chemical scheme includes the following gross-reactions: 

 

Fig. 2. Normal wave structure Fig. 3. Transition wave structure 

 

 

 

 

Fig. 4. Inversed wave structure Fig. 5. Dependence of gas temperature on 

combustible part 



 
 

Thermal and concentration fields typical for normal, transition and inversed waves are presented 

Fig. 2-4 [7, 8], At normal wave structure a heat from the reactor is removed with solid  products, at 

inversed wave structure a heat is removed with gaseous reaction 

product but at transition - both with solid, and gaseous products. The essential difference of 

phase temperatures in reaction zone is observed for temperature profiles (this effect denominates in 

transition waves field). Moreover, either gas or solid phase can be overheated, 

depending on general heat releases occurred in either gaseous or heterogeneous reactions. The kinetic 

combustion modes (modes with incomplete consumption of reactants) are presented on Mg. 2, 4. In case 

of normal wave oxygen skip behind the combustion front has been observed, but in case of inversed 

wave - incomplete burning-out of solid fuel. Stochiometric mode is presented on Fig. 3 - both reagents 

are consumed completely. 

Fig. 6. Dependence of solid temperature on 

combustible part 

The dependencies of phases temperature on combustible part in initial mixture at different values 

of supplied vapor with gaseous oxidant are presented on Fig. 5, 6 (on graphs the curves corresponding to 

different ratio H2O (vapor)/ O2 , mol/mol have been presented). With increasing of supplied vapor high-

temperature area in gas phase (Fig. 5) decreases, and its maximum shifts to smaller values of combustible 

part while the temperature changing of solid phase remains within 10% (at any values of parameter 

H2O/O2) in all interval of part of combustible component. Relative temperature insensitivity of solid 

phase to fuel part in initial mixture is explained by that after initiation of the combustion process 

geterogeneous reactions of gaseous oxidant with solid fuel take place in system first (in gas phase there 

are neither combustible gases (typifying for normal wave), nor the high enough temperature for their 

reactions (typifying for inversed waves)). At heterogeneous reactions the combustible gases (CO, H2) are 

arises and mixture temperature increases. During interphase heat transfer the gas phase temperature 

increases, and if there are both reagents in gas (oxidant and combustible) gas-phase reactions begin to 

dominate over heterogeneous (the case of normal and transition waves). If oxidant was practically 

consumed in heterogeneous reactions (the case of inversed waves), gas reactions do not make the 

essential contribution to heat release process and the solid phase remains overheated. 

The dependency of conversion degree of solid fuel on combustible part in initial mixture at 

different amount of supplied vapor with gaseous oxidant is shown on Fig. 7. Conversion degree is 

practically falls linearly with increasing of combustible part. Vapor 

Fig. 7. Dependence of fuel conversion on 

combustible part 



increasing leads to heat capacity increasing of gas phase flow, in this case the system Is adjusted in such a 

way that ratio of heat capacity of flows has not changed. This is obtained by reduction of amount of 

consumed fuel and consequently by increasing of linear rate ol solid phase (heat capacity of phase flow is 

equal to product of heat capacity multiplied by density and linear rate of phase). 

The comparison of calculation results with experimental data is presented on Fig. 8 The 

calculations were carried out on the base of present model and on base of thermodynamic model [7, 8], 

Experiments were conducted in quartz batch reactor. The internal reactor diameter was 46 mm, wall 

thickness - 2 mm. The mixture of reactor graphite with inerl component (corundum) was as the initial 

filling. The wall of reactor was screened by aluminum foil for reduction of lateral heat losses. We shall 

remind that the lateral heat losses are not taken into account in the model while for present experimental 

installation they arc 20-30 % from general power of heat release. The studied process is self-adjusted on 

temperature. This effect is in the following. Heat losses lead to temperature reduction so balance CO/CO2 

in combustion zone shifts to CO2 for compensating of their influence (since oxidation up to CO2 proceeds 

with bigger thermal effect than up to CO). The kinetics account of running reactions gives the more 

identical picture of process. The thermodynamic calculation overstates the combustion temperature at 

small vapor content in initial oxidant and understates it at higher contents of supplied vapor. The kinetic 

dependencies of reaction rate on the temperature "freeze" the corresponding reactions if the temperature is 

not enough for their running. 

 

Fig. 8. Comparison with experimental data 



As a result of conducted calculations the characteristics of filtration combustion wave of 

carbon been received. The kinetics account of running reactions allows to describe the 

modes incomplete reagents consumption, gives the more real picture on combustion  

temperature and composition of gaseous combustion products. In reaction zone there is the essential 

temperature difference of gas and solid phases; either gas or solid phase can be overheated depending 

on the general heat release occurred in either gaseous or heterogeneous reactions. 

Nomenclature 

Where T - temperature, υ - gas rate, P-pressure, G - material inflow - outflow, Q - heat release 

of the chemical reactions, C - heat capacity, u - linear rate of initial mixture, F - specific surface of 

particles, a - fuel part in initial mixture, n - gaseous component part in 

gascous phase, D - diffusion coefficient, R - universal gas constant, H - enthalpy, Ea - 

activation energy, ko - preexponent, x- current coordinate, p - density, a - heat transfer coefficient, θ - 

porosity, ε - heat part from heterogeneous reactions to solid phase, λ - thermal conductivity coefficient, 

γ - stochiometric coefficients, η - conversion degree of fuel, μ - dynamic viscosity .Indexes; g - gaseous 

phase, s - solid, c - combustible, i - inert component, j - number, 0 - initial conditions. 
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IGNITIONS OF PROPANE/AIR MIXTURE AT SHOCK WAVE FOCUSING IN TWO- AND 

THREE-DIMENSIONAL DUCTS 

O.G. PENYAZKOV, K.L. SEVRUK A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus 

Introduction 

Functioning of propulsion devices based on supersonic combustion modes is usually accompanied 

by the formation and propagation of shock waves, which produce the necessary level of thermal excitation 

of the mixture to maintain high rate of energy release in the system. In many cases, PDE‟s design can be 

considered as a single self-consistent device in which interactions of shock waves with confinement walls 

and inner flow structure sustain the propagation of fast deflagrations and detonations along a certain 

trajectory. Under such approach, the confinement geometry can facilitate substantially the mixture re-

ignition inside combustion chamber due to the effects of shock focusing [1-5]. This work addresses to 

systematic experimental and numerical investigations of auto-ignition phenomena at shock wave 

interaction with reflecting ducts of different geometry in propane/air mixtures, which are used as a model 

fuel for many studies of detonations. 

Results 

Experiments were carried in shock tube of 76 mm in diameter equipped with pressure transducers, 

ion gauges, and optical window for ignition delay time measurements (Fig. 1). Two-dimensional wedge, 

parabola, and corresponding axisymmetric ducts were used as the focusing elements. We have categorized 

four different regimes of the self-ignition at focusing conditions in the following terms: no ignition, weak 

ignition (deflagration), transient ignition resulting in DDT upstream the reflector and strong ignition 

(detonation) [4, 5]. The runs were performed at mean postshock pressure of atm and compared 

with auto-ignition tests 

behind normally reflected shock wave and experiments that were performed at mean postshock pressure of

atm. Particular attention has been paid to determining the 

critical ISW intensity required for initiation of different self-ignition modes. The absolute velocity of 

reflected shock wave in a frame of reference attached to gas flow moving behind incident shock and 

pressures at different locations from the reflecting wall identified the autoignition modes of the gas mixture 

(strong, transient and weak) The reflected wave velocity in this part of the tube was defined as V = W + u, 

where W is the visible velocity of reflected shock wave propagation outside the reflector, and u is the flow 

velocity behind ISW. Visible velocity was calculated by processing shock-arrival times at pressure sensors 

along the tube. If experimentally defined reflected shock wave velocities are compared with the calculated 

C-J velocity for temperature and pressure behind ISW, the direct detonation initiation occurs at shock wave 

focusing conditions. 

The measured values of ignition delays vs. mean postshock temperature are plotted in the Fig. 2. 

As is seen in the figure, the shock wave focusing in two-dimensional and axisymmetric profiles 

significantly decreases the ignition thresholds of stoichiometric propane/air mixture as compared with the 

case of the normal reflection. The focusing results in a substantial decrease of ignition times in a wide 

range of postshock temperatures. For selfignition of the mixture, 3D axisymmetric reflectors are much 

more efficient than two- dimensional ones. 



Fig. 1. Shock tube schematic diagram for ignition delay time measurements. 

1 - diaphragm-free high pressure chamber; 2 - low pressure chamber; 3 - test section; 4-1 

Obit data acquisition system; 5-vacuum pump; 6-photomultiplier 

Fig. 2. Ignition time vs. mean postshock temperature at shock wave reflections from a plane wall, two-

dimensional, and axisymmetric profiles. Domain I is strong ignition limit for normal reflection. Domain II 

is strong ignition limit in two-dimensional reflectors. Domain III is strong ignition limit in axisymmetric 

reflectors. Mean postshock pressure is 

 

Figure 2 also illustrates the strong ignition domains responsible for direct initiation of 

detonations in studied geometries. The strong ignition domains for two-dimensional wedge and parabolic 

reflectors and corresponding axisymmetric profiles are approximately the same. The mean temperatures 

required for direct initiation of detonations are T5 ≈ 1000 K and 

 

 



T5≈1240 K for axisymmetric and two-dimensional profiles, respectively. The temperature T5≈1400 K 

corresponds to the strong ignition limit in the case of the normal reflection at equivalent postshock 

conditions. When the mean postshock pressure is about 5 times higher the mean temperatures required for 

direct initiation of detonations are T5 ≈ 700 K and T5 ≈900 K for axisymmetric and two-dimensional 

profiles, respectively. The temperature T5 ≈ 1400 K corresponds to the strong ignition limit in the case of 

the normal reflection at equivalent postshock conditions. 

Figure 3 shows absolute velocities of the reflected wave at different parts of the tube from the 

reflector apex vs. ISW intensity, when the mean postshock pressure is about 3 atm. The critical Mach 

numbers required for direct initiation in the cone and paraboloidal reflectors are 2.76 and 2.69, 

respectively. For paraboloidal reflector, the transient regimes have not been observed experimentally, and 

as the ISW intensity decreasing, the weak ignition immediately follows the strong ignition mode. For cone 

reflector, the transient domain extends to lower Mach numbers and occurs at critical shock strengths of M 

> 2.36. So, one can conclude that cone reflectors with apex angle of 90° are more efficient than 

paraboloidal ones to generate the gaseous explosions via DDT or direct initiation at a studied range of 

conditions. 

 

Fig. 3. Absolute velocity of reflected shock wave at different bases along the tube vs. ISW Mach number 

in cone (a) and paraboloidal (b) reflectors. Domain I - strong ignition limit. Domain II - transient ignition 

limit. Domain III - weak ignition limit. Domain VI - no ignition. Graph a: circles - the distance of 49.5 

mm from the apex; triangles - the distance of 101 mm from the apex. Graph b: circles - the distance of 

76.5 mm from the apex; triangles - the distance of 147.5 mm from the apex 

Figure 4 shows absolute velocities of the reflected wave at different parts of the tube from the 

reflector apex vs. ISW intensity, when the mean postshock pressure is about 15 atm. The critical Mach 

numbers required for direct initiation in the cone and paraboloidal reflectors are 2.47 and 2.05, 

respectively. At these postshock conditions, the transient regimes have not been observed experimentally 

not only for the paraboloidal reflector but also for the cone reflector and w'ith decreasing the ISW intensity, 

the weak ignition follows immediately the strong ignition mode. 



 

Fig. 4. Absolute velocity of reflected shock wave at different bases along the tube vs. ISW Mach number 

in cone (a) and paraboloidal (b) reflectors. Domain I - strong ignition limit. 

Domain III - weak ignition limit. Domain VI - no ignition. Graph a: circles - the distance of 49.5 mm 

from the apex; triangles - the distance of 101 mm from the apex. Graph b; circles - the distance of 76.5 

mm from the apex; triangles - the distance of 147.5 mm from the apex 

Conclusions 

Auto-ignition domains in stoichiometric propane-air mixtures at post shock pressures of P5=3 -

1 5  atm were determined at shock wave focusing in cone reflector with apex angles of 90
0
, and 

paraboloidal reflector. The critical Mach numbers required for direct initiation of detonations were 2.47 

and 2.05 in cone and paraboloidal reflectors at high pressures, respectively. 
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DETONATION INITIATION IN DISPERSED FUEL-AIR MIXTURES 

N.N. SMIRNOV, V.F. NIKITIN, J. KHADEM Moscow M.V. Lomonosov State University, Moscow 

119899, Russia 

Investigations of deflagration to detonation transition in gases and pulverized fuel-air mixtures 

were carried out for pulse detonating devices. The control of detonation onset is of major importance in 

pulse detonating devices. The advantages of detonation over constant pressure combustion bring to the 

necessity of promoting the DDT and shortening the pre- detonation length. Most of fuel-air mixtures 

being heterogeneous the problem of liquid droplet interaction with surrounding gas flow with account of 

heat and mass transfer and atomization becomes of key interest. The paper contains the results of 

theoretical investigations of detonation onset peculiarities in polydispersed hydrocarbon-air mixtures. 

The problem of shock wave initiation of combustible dispersed mixtures is discussed. Mathematical 

model for liquid droplet interaction with the gas flow is developed with account of non-equilibrium 

evaporation and atomization. Extensive numerical simulations of droplet thermal and mechanical 

relaxation in gas flows with account of evaporation and atomization were undertaken and summarized. 



FLAME DYNAMICS AND FLOW FIELD CHARACTER AT COMBUSTION IN THIN 

SEMICLOSED TUBES 

I.M. KOZLOV, K.V. DOBREGO, V.V. VASILIEV  

A.V. Luikov Heat and Mass Transfer Institute of NAS of Belarus 

Introduction 

In this work the results of the detailed 2D numerical simulation of non-steady methane-air flame 

propagation in semi-closed tubes after ignition near the closed end are presented It is shown that several 

characteristic regimes of flame propagation may take place in the system depending on tube diameter: 

close to normal laminar fames, non-steady accelerating flames and so called plough-type regime 

characterized with fuel incomplete combustion. 
Problem statement 

Non-steady gas dynamics of chemically reacting gas can be described by set of equations: 

continuity, Navier-Stokes, mass conservation for gas components and energy conservation. 

diffusivity. Energy conservation equation is written in form of enthalpy conservation with regard to 

diffusion and heat conductivity processes 

where h, - mass enthalpy of i -th gaseous component, - heat conductivity coefficient. Speed of sound is 

assumed to be infinitely high. 

State of gas in arbitrary point is defined by pressure p, temperature T, gas velocity u, gas components 

concentrations C, (molar) or ci (mass) together with gas state equations 

Combustion gas dynamics in semi-closed tubes was simulated in the case of ignition near the 

closed end of the tube. Stoicheometric methane - air mixture was taken as a combustible. The length of 

the simulated tube was 4 cm and diameter of the channel varied in the range from ~ 0.7 to 5 mm. The 

space step of the mesh was =0.01-0.02 mm which guaranteed spatial resolution of concentration fields, 

temperature front and boundary layers. Combustion ignition was simulated with temperature step at the 

0.5 mm length domain near the closed end of the tube at the initial instant. The gas composition and 

temperature of the 

 

Here p - i-th component mass generating rate due to chemical reactions, 

 

Mean molar mass of the gas M is expressed via 

 

 

 

component concentrations 



preheated domain corresponded to equilibrium at adiabatic combustion temperature Tlkl, Combustion 

front position was defined as a line of the 0.5 level of the initiai concentration of methane, ξCH4 = 0.5. 

The velocity of the bow point of the front relatively to the walls S, mu was considered as main 

characteristic of the flame front propagation dynamics. 
Simulation results 

According to calculations, flame dynamics, temperature and gas velocity fields substantially 

depend on tube diameter. Dependences of the flame velocity Sf,max on the 

propagation distance for the tubes of different diameters are presented on the Fig. 1. The cases of the 

constant temperature of the tube walls (conductive heat losses) and adiabatic walls are presented on left 

and right graphs correspondingly. 

Flame velocity at the distance of 3 cm from the closed end as a function of the tube diameter is 

presented on the Fig. 2. The curve corresponding to the adiabatic conditions lays higher than the curve 

calculated in the case of constant temperature walls. It is seen from the graphs that in the adiabatic 

conditions flame propagation is possible in very narrow tubes. In conditions of non-adiabatic walls flame 

propagation is impossible for the tubes diameters less than critical diameter dcr. For stoicheometric 

methane- air mixture at normal pressure and temperature calculations give dcr = 1.9 mm . 

 

Fig. 1. Flame velocity Sf,max as a function of the propagation distance for different diameters of the tube, 

a) constant temperature walls: 1 -d0 =1.88, 2 - 1.96, 3 - 2.48, 4 - 2.96, 5 - 3.96, 6 - 4.96mm ; b) adiabatic 

walls: 1 - d0= 1, 2 - 1.46, 3 - 1.96,4 - 2.96, 5 - 3.96, 6 - 4.96 mm 

 

Fig. 2. Flame velocity Sf,max at the 

distance of 3 cm from the closed end as a 

function of the tube diameter d0.  

adiabatic walls; - non-adiabatic walls. 

Dashed line - thermal quenching limit 



Simulation proves the flame surface area tow with high accuracy: flame velocity 

corresponds to the flame surface area, Fig. 3.  At the same time the flame surface area low 

itself doesn't explain mechanisms determining flame velocity and acceleration. Flame surface area 

grows owing to numerous physical factors: diffusion-thermoconduction and Darreus- Landau 

instability, interaction with the walls, external perturbations etc. 

 

Fig. 3. The sequent shots of the temperature field in the tube at combustion front propagation, d 0 =3 

mm. Black solid line - flame front 

For observation and analysis of the combustion gas dynamics the streamlines were drawn. 

Tangents to the streamlines correspond to the momentary velocity field. Note that for the non-steady 

case the streamlines do not correspond to the trajectories of particles. Nevertheless due to gas local 

quasi-steady movement in the system of coordinates moving with the front, streamlines effectively 

represent gas dynamics for the given combustion regime. 

Fig. 4. Temperature field and streamlines in the system of coordinates moving with the front. d0= 2 

mm. Black solid line - flame front 

The Fig. 4 shows 2D temperature field and streamlines in the d0 =2 mm tube at the moment 

when flame reaches coordinate zf max = 30.7 mm . 

 



 

Detailed 2D simulation of methane- air mixture combustion in narrow tubes was performed, it 

revealed complicated gas dynamics of non-steady combustion and gave more clear understanding of 

front formation mechanisms. Viscous deceleration of gas near the walls is the main factor of front 

perturbation and front configuration backing. Other mechanisms of front perturbation (diffusion -

conduction asymmetry, Darreus-Landau instability) do not develop at least at times and distances of 

simulated cases. 2D test calculations with zero viscosity resulted in practically one dimensional results 

and normal laminar flame temperature and flame structure. 
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